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2. Overall Objectives

Keywords: Grid computing algorithms data redistribution data distribution parallel and distributed
computing scheduling

The possible access to distributed computing resources on the Internet allows for a new type of applications
that use the power of the machines and the network. The transparent and efficient access to these distributed
resources that form the Grid is one of the major challenges of information technology. It needs the implemen-
tation of specific techniques and algorithms to make computers communicate with each other, let applications
work together, allocate resources and improve the quality of service and the security of the transactions.

Challenge: The INRIA team "Algorithms for The Grid" (AlGorille) at the LORIA tackles several
problems related to the first of the major “"challenges" that INRIA has identified in its strategic
plan:

Design and master the future network infrastructures and communication services platforms.

Research themesWe have identified two specific research themes:

— Transparent resource management: sequential and parallel task scheduling; migration of
computations; data exchange, distribution and redistribution of data.

—  Structuring of applications for scalability: modeling of locality and granularity.

Methods: Our methodology is based upon three points (1) modeling, (2) design and (3) engineering of
algorithms. These three points interact strongly to form a validation cycle.

i.  With models we obtain an abstraction of the physical, technical or social reality.
ii. This abstraction allows us to design techniques for the resolution of specific problems.

iii. These techniques are implemented to validate the models with experiments and by apply-
ing them to real world problems.
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3. Scientific Foundations

3.1. Transparent Resource Management

Keywords: approximating algorithmsdata redistribution parallel and distributed computingcheduling
Participants: Johanne Cohen, Emmanuel Jeannot, Frédéric Suter, Yves Caniou, Frédéric Wagner, Marc
Thierry.

We think of the future Grid as of a medium to access resources. This access has to be as transparent as
possible to a user of such a Grid and the management of these resources has not to be imposed to him/her, but
entirely done by a “system”, so called middleware. This middleware has to be able to manage all resources in
a satisfactory way. Currently, numerous algorithmic problems hinder such an efficient resource management
and thus the transparent use of the Grid.

By their nature, distributed applications use different types of resources; the most important being these of
computing power and network connections. The management and optimization of those resources is essential
for networking and computing on Grids. This optimization may be necessary at the level of the computation
of the application, of the organization of the underlying interconnection network or for the organization of the
messages between the different parts of the application. Managing these resources relates to a set of policies
to optimize their use and allow an application to be executed under favorable circumstances.

Our approach consists of the tuning of techniques and algorithms for a transparent management of resources,
be they data, computations, networks, ...This approach has to be clearly distinguished from others which are
more focused on applications and middlewares. We aim at proposing new algorithms (or improve the exiting
ones)for the resource management in middlewares. Our objective is to provide these algorithms in libraries
so that they may be easily integrated. For instance we will propose algorithms to efficiently transfer data (data
compression, distribution or redistribution of data) or schedule sequential or parallel tasks.

The problems that we are aiming at solving are quite complex. Therefore they often translate into
combinatorial or graph theoretical problems where the identification of an optimal solution is known to be
hard. But, the classical measures of complexity (polynomial versus NP-hard) are not very satisfactory for
really large problems: even if a problem has a polynomial solution it is often infeasible in reality whereas on
the other hand NP-hard problems may allow a quite efficient resolution with results close to optimality.

Consequently it is mandatory to study approximation techniques where the objective is not to impose global
optimality constraints but to relax them in favor of a compromise. Thereby we hope tgdoukolutions at
areasonableprice. But, these can only be useful if we know how to analyze and evaluate them.

3.2. Structuring of Applications for Scalability

Keywords: message passingiodels for parallel and distributed computimaerformance evaluatigrshared
memory
Participants: Jens Gustedt, Mohamed Essaidi, Corinna Brinkmann.

Our approach is based on a “good” separation of the different problem levels that we encounter with Grid
problems. Simultaneously this has to ensure a good data locality (a computation will use data that are “close”)
and a good granularity (the computation is divided into non preemptive tasks of reasonable size). For problems
for which there is no natural data parallelism or control parallelism such a division (into data and tasks) is
indispensable when tackling the issues related to spatial and temporal distances as we encounter them in the
Grid.

Several parallel models offering simplified frameworks that ease the design of algorithms and their
implementation have been proposed. The best known of these provide a modeling that idioaltbgrained,

i.e., at the instruction level. Their lack of realism with respect to the existing parallel architectures and their
inability to predict the behavior of implementations, has triggered the development of new models that allow
a switch to acoarse grainedparadigm. In the framework of parallel and distributed (but homogeneous)
computing they started with the fundamental work of Valid@ [ Their common characteristics are:

e to maximally exploit the data that is located on a particular node by a local computation,
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e to collect all requests for other nodes during the computation, and
e to only transmit these requests if the computation can’t progress anymore.

The coarse grained models aim at being realistic with regard to two different aspects: algorithms and archi-
tectures. In fact, the coarseness of these models uses the common characteristic of today’s parallel settings:
the size of the input is orders of magnitude larger than the number of processors that are available. In contrast
to the PRAM (Parallel Random Access Machine) model, the coarse grained models are able to integrate the
cost of communications between different processors. This allows them to give realistic predictions about the
overall execution time of a parallel program. As examples we refer to BSP (Bulk Synchronous Parallel model)
[39], LoGP (Latency overhead gap Proc3)], CGM (Coarse Grained Multicompute4] andPRO(Parallel
Resource Optimal Modely].

The assumptions on the architecture are very simpahomogeneous processors with local memory
distributed on a point-to-point interconnection network. They also have similar models for program execution
that are based osuperstepgsan alternation of computation and communication phases. For the algorithmics,
this takes the distribution of the data on the different processors into account. But, all the mentioned models
do not allow the design of algorithms for the Grid since they all assume homogeneity, for the processors as
well as for the interconnection network.

Our approach is algorithmic. We try to provide a modeling of a computation on the Grid that allows an easy
design of algorithms and realistic and performing implementations. Even if there are problems for which the
existing sequential algorithms may be parallelized easily, an extension to other more complex problems such
as computing on large discrete structureg (web graphs or social networks) is desirable. Such an extension
will only be possible if we accept a paradigm change. We have to explicitly decompose data and tasks.

We are convinced that this new paradigm must:

e be guided by the idea &luperstepgBSP). This is to enforce a concentration of the computation to
the local data.

e ensure an economic use of all available resources.

On the other hand, we have to be careful that the model (and the design of algorithms) remains simple. The
number of supersteps and the minimization thereof should by themselves not be a goal. It has to be constrained
by other more hatural’ parameters coming from the architecture and the problem instance.

A first solution to combine these objectives has been giverd]iwith PRQ

Starting from this model, we try to develop high level algorithms for the Grid. It will be based upon an
abstract view of the architecture and as far as possible be independent of the intermediate levels. It aims
at being robust with respect to the different hardware constraints and should be sufficiently expressive. The
applications for which our approach will be feasible are those that fulfill certain constraints:

e they need a lot of computing power,
e they need a lot of data that is distributed upon several resources, or,
e they need a lot of temporary storage which doesn't fit into a single machine.
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4. Application Domains

4.1. Evolution of Scheduling Policies and Network Protocols

Participants: Johanne Cohen, Emmanuel Jeannot, Frédéric Suter, Yves Caniou, Frédéric Wagner, Marc
Thierry.

4.1.1. Scheduling on the Grid

Our work deals with algorithms that allocate applications divided into tasks onto remote compute servers
in an client-agent-server model. A good scheduling of these tasks is a primal requirement to achieve good
performance.

We have investigated the limits of the greedy algorithm MCT (Minimum Completion Time), used in the
NetSolve middleware for instance (see Secticl). To improve it, we introduced the notion of ahistory’
allowing a better prediction of the execution time of a task on a particular server. On the basis of real
experimentations, we shown the interest of heuristics relying on the Historical Trace Manager (HTM) to
dynamically schedule independent tasks on a grid platform. The HTM is a time-shared predicting module.
We have revisited different heuristics when scheduling an application with precedence constraints, or mixed
submissions of such constraints and some independent tasks. Many experiments corresponding to many
scenarios have been executed on a real testbed and present a large gaimake$ganthe sumflowand
on the quality of service over the MCT heuristic. Moreover, we study the accuracy of the HTM, observed from
all undertaken experiments. We show that the HTM is able to provide very accurate and useful information,
and allows a good environment management.

We also proposed algorithms minimizing the perturbation caused by the allocation of some task to a server.
This optimization is done by still enforcing a good performance (response time) for that task. This system-
oriented approach has first been tested through simulations. The best among all the heuristics that we studied
have been integrated into NetSolve and studied on a broader d¢alEhg thesis of Yves Caniou,l ],
defended in December this year, was centered around this subject.

4.1.2. Parallel Task Scheduling

Two kinds of parallelism can be exploited in most scientific applications: data- and task-parallelism. One
way to maximize the degree of parallelism of a given application is to combine both kinds of parallelism. This
approach is callethixed data and task parallelisar mixed parallelismin mixed-parallel applications, several
data-parallel computations can be executed concurrently in a task-parallel way. This increases scalability as
more parallelism can be exploited when the maximal amount of either data- or task-parallelism has been
achieved.

This capability is a key advantage for today’s parallel computing platforms. Indeed, to face the increasing
computation and memory demands of parallel scientific applications, a recent approach has been to aggregate
multiple compute clusters either within or across institutions. Typically, clusters of various sizes are used, and
different clusters contain nodes with different capabilities depending on the technology available at the time
each cluster was assembled. Therefore, the computing environment is at the same time attractive because of
the large computing power, and challenging because it is heterogeneous.

A number of researchers have explored mixed-parallel applicattbedulingin the context of homoge-
neous platforms. However, heterogeneous platforms have become prevalent and are extremely attractive for
deploying applications at unprecedented scales. We propose to build on existing scheduling algorithms for
heterogeneous platformisg., specifically designed for task-parallelism) to develop scheduling algorithms for
mixed-parallelism on heterogeneous platforms.

For a certain class of scheduling heuristics (list scheduling heuristics) a generic adaptation can be used.
While in task scheduling the smallest computational element is a processor, in mixed parallel scheduling the
smallest element is@onfiguration A configuration is defined as a subset of the set of the processors available
within, and only within, a cluster and gives information about the size and shape of the virtual grid it represents.
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The generic method consists in adapting different functions of an heuristic to handle the allocation of tasks on
sets of processors.

4.1.3. Data Redistribution Between Clusters

During computations performed on clusters of machines it occurs that data has to be shifted from one cluster
to an other. For instance, these two clusters may differ in the resources they offer (specific hardware, computing
power, available software) and each cluster may be more adequate for a certain phase of the computation.
Then the data have to be redistributed from the first cluster to the second. Such a redistribution should use the
capacities of the underlying network in an efficient way.

This problem of redistribution between clusters generalizes the redistribution problem inside a parallel
machine, which already is highly non trivial.

We modeled this problem by a decomposition of the underlying bipartite graph into certain types of
matchings. In general, this problem is NP-hard, as we have been able to shgwTihgn we have to study
lower bounds, approximation algorithms and heuristics. We already obtained some results on heuristics that
show a good practical behavior.

We have proposed and studied two fast and efficient algorithms for this problem. We prove that these
algorithms are 2-approximation algorithms. Simulation results show that both algorithms perform very well
compared to the optimal solution. These algorithms have been implemented using MPI. Experimental results
show that both algorithms outperform a brute-force TCP based solution, when no scheduling of the messages
is performed 21].

4.1.4. Dynamic and Adaptive Compression of Network Streams

A commonly used technique to speed up transfer of large data over networks with restricted capacity during
a distributed computation is data compression. But such an approach fails to be efficient if we switch to a high
speed network, since here the time to compress and uncompress the data dominates the transfer time. Then a
programmer wanting to be efficient in both cases, would have to provide two different implementations of the
network layer of his code, and a user of this program would have to determine which of the variants he/she
has to run to be efficient in a particular case.

In [12] we presented an algorithm that avoids such an expensive and error-prone setting and provides
a technique to compress data on the fly, as necessity of a particular execution requires. It overlaps the
compression and communication and automatically adapts the effort for compression to the available resources
(network and CPU). It also includes another compression algorithm which favors speed against compression
ratio. This allows very good performance when dealing with fast networks.

These algorithms are implemented in our librarp@C, “Adaptive Online Compressidbwhich has been
deposed at thé.gence de Protection des Programm&he ADOC library is known to be portable on the
Linux, FreeBSD, MAC OS X, Solaris, AIX,RIX operating systems.

4.2. High Performance Computing

Participants: Jens Gustedt, Mohamed Essaidi, Corinna Brinkmann.

4.2.1. Models and Algorithms for Coarse Grained Computation

With this work we aim at extending the coarse grained modeling (and the resulting algorithms) to
hierarchically composed machines such as clusters of clusters or clusters of multiprocessors.

To be usable in a Grid context this modeling has first of all to overcome a principal constraint of the existing
models: the idea of an homogeneity of the processors and the interconnection network. Even if the long term
goal is to target arbitrary architectures it would not be realistic to think to achieve this directly, but in different
steps:

e Hierarchical but homogeneous architectures: These are composed of an homogeneous set of proces-
sors (or of the same computing power) interconnected with a non-uniform network or bus which is
hierarchic (CC-Numa, clusters of SMPs).
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e Hierarchical heterogeneous architectures: there is no established measurable notion of efficiency or
speedup. Also most certainly not any arbitrary collection of processors will be useful for computation
on the Grid. Our aim is to be able to give a set of concrete indications of how to construct an
extensible Grid.

In parallel, we have to work upon the characterization of architecture-robust efficient algoritams,
algorithms that are independent, up to a certain degree, of low-level components or the underlying middleware.

The literature about fine grained parallel algorithms is quite exhaustive. It contains a lot of examples of
algorithms that could be translated to our setting, and we will look for systematic descriptions of such a
translation.

List ranking, tree contraction and graph coloritg} &lgorithms already have been designed following the
coarse grained setting given by the moB&O [7].

To work in the direction of understanding of what problems might lbard” we tackled a problem that
is known to be P-complete in the PRAM/NC framework, but for which not much had been known when
only imposing the use of relatively few processors: laécographic first maximal independent $eEMIS)
problem [LO].

We already are able to give a work optimal algorithm in case we have dfgutprocessors and thus to
prove that the NC classification is not necessarily appropriate for today’s parallel environments which consist
of few processors (up to some thousands) and large amount of data (up to some terabytes).

4.2.2. External Memory Computation

In the mid-nineties several authof%l][ 33] developed a connection between two different types of models
of computation: BSP-like models of parallel computation and IO efficient external memory algorithms. Their
main idea is to enforce data locality during the execution of a program by simulating a parallel computation
of several processors on one single processor.

Whereas such an approach is convincing on a theoretical level, its efficient and competitive implementation
is quite challenging in practice. In particular, it needs software that induces as little computational overhead as
possible by itself. Up to now, it seems that this has only been provided by software specialized in 10 efficient
implementations.

In fact, the stability of our libranfSSCRAPsee Sectio®.2, also showed in its extension towards external
memory computingd]. With some relatively small add-ons 8SCRAPve were able to provide such a
framework. It was tested successfully on some typical hardware, PC with some gigabytes of free disk.

The main add-on that was integrated ir@8CRAR~vas a consequent implementation of an abstraction
between thalataof a process execution and the memory of a processor. The programmer acts upon these on
two different levels:

e with a sort ofhandleon some data array which is an abstract object that is common $S&IRAP
processors.

e with a map of its (local) part of that data into the address space @H@&RARrocessor, accessible
as a conventional pointer.

Another add-on was the possibility to fix a maximal number of processars threads) that should
be executed concurrently. With these add-ons, simple environment varigdd@aP_MAP_MEMORY and
SSCRAP_SERIALIZE allow for a runtime control of the program behavior.
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4.2.3. Irregular problems

Irregular data structures like sparse graphs and matrices are in wide use in scientific computing and discrete
optimization. The importance and the variety of application domains are the main motivation for the study of
efficient methods on such type of objects. The main approaches to obtain good results are parallel, distributed
and out-of-core computation.

We follow several tracks to tackle irregular problems: automatic parallelization, design of coarse grained
algorithms and the extension of these to external memory settings.

In particular we study the possible management of very large graphs, as they occur in reality. Here, the
notion of “networks appears twofold: on one side many of these graphs originate from networks that we use
or encounter (Internet, Web, peer-to-peer, social networks) and on the other the handling of these graphs has
to take place in a distributed Grid environment. The principal techniques to handle these large graphs will be
provided by the coarse grained models. With the model PR@rd the librarySSCRARve already provide
tools to better design algorithms (and implement them afterwards) that are adapted to these irregular problems.

In addition we will be able to rely on certain structural properties of the relevant graphs (short diameter,
small clustering coefficient, power laws). This will help to design data structures that will have good locality
properties and algorithms that compute invariants of these graphs efficiently.

5. Software

5.1. Integrating Services into Middlewares
Participant: Emmanuel Jeannot.

In collaboration with the INRIA project-team GRAAL (previously REMAP), we contribute to the design
of the DIET (Distributed Interactive Engineering Toolbox) middleware. The aim of the DIET project is to
develop a set of tools to build computational servers.

More precisely we work on algorithms for scheduling, data distribution and load balancing for this
environment. We also contribute with respect to models and tools that are needed to supervise such a platform
and to be able to better describe its actual state.

NetSolve is a programming environment that allows to launch computations on distributed servers which
are controlled by andgent. It originates from the University of Tennessee, Knoxville, in the team of Jack
Dongarra. We worked on interfacing it witBciLab|| This allows users oSciLab||to access the available
servers via NetSolve. This is particularly useful for parallel servers with low charge.

5.2. SSCRAP
Participants: Mohamed Essaidi, Jens Gustedt.

SSCRAP is developed to ease the implementation, test and benchmarking of algorithms that are written for
the model PRO.

SSCRAPRs the prototype of a C++-library that was initially developed together with Isabelle Guérin Lassous
from the project-teamires

This library takes the requirements BRQ see Sectior3.2, into accountj.e., the design of algorithms in
alternating computation and communication steps. It realizes an abstraction layer between the algorithm as it
was designed and its realization on different architectures and different modes of communication. The current
version of this library is available &ttp://www.loria.fr/~gustedt/sscra@nd is now able to integrate

e alayer for message passing wittP|,
e alayer for shared memory withOSIX threadsand,
e alayer for out-of-core management with file mapping (systemmnoaibp).
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All three different realizations of the communication layers are quite efficient. They let us execute programs
that are otherwise unchanged within the three different contexts such that they reach or maybe outperform
programs that are directly written for them.

Due to the instability of the systems that we considered for passing over to heterogeneous environments, we
are not yet able to use message passing and shared memory simultaneously.

5.3. AdOC
Participant: Emmanuel Jeannot.

TheADOC (Adaptive Online Compression) library implements #=OC algorithm for dynamic adaptive
compression of network streams.

ADOC is written in C and uses the standard libratip for the compression part. It is realized as an
additional layer above TCP and offers a service of adaptive compression for the transmission of program
buffers or files. Compression is only used if it doesn’t generate an additional cost, typically if the network is
slow or the sending processor is not charged too much. It integrates overlap techniques between compression
and communication as well as mechanisms that avoid superfluous copy operations. The send and receive
functions have exactly the same semantics as the systenreallsandwrite so the integration of AOC
into existing libraries and application software is straightforward. Moreovef®& is thread-safe.

6. New Results
6.1. AdOC

Participant: Emmanuel Jeannot.

This year we worked on several performance issues that arisen when dealing with fast networks and special
kind of data. The goal is to improve performance when possible while not degrade performance on fast
architecture and already compressed data. More precisely we dealt with the following issues:

e \Very fast network. We have previously incorporated LZF (Lev-Zimpel-Free) into@C in order
to speedup compression for fast ethernet networks. For gigabit networks, we test the bandwidth, and
disable the compression for such network.

e Compression level divergencelf the receiver is very slow compared to the sender, the size of the
fifo queue will increase. This will lead to increase the compression ratio. Then the receiver will take
more time to decompress the data, which will lead in an increase of the size of its fifo queue, and so
on. As we want to respect the read/write system call semantic, the receiver cannot send a message
back to the sender. Our solution is to record visible bandwidth for each compression level and disable
those that have a lower bandwidth than the lowest compression level.

e Small messagesThe ADOC mechanism (thread, mutexes, protocol overhead, ...) increases the
latency. This becomes critical for small messages. Therefore we have a simpler (no cost) protocol,
without compression for small messages.

e Compressed or random data.For compressed or random data, compression is not useful as it
degrades the performance. When we detect such data, we disable the compression for the next
second.



Team AlGorille 9

6.2. Scheduling on the Grid

Participants: Yves Caniou, Emmanuel Jeannot.

The Historical Trace Manager (HTM) is a task duration predictor module embedded in the agent of a
Problem Solving Environment relying on the client-agent-server mad@] 17][23][ 24]. We improved the
HTM and NetSolve — the Problem Soving Environment we use for our tests — in order to synchronize the
HTM to the reality. We introduced two new scheduling heuristics relying on the HTM information: Advanced
HMCT and Minimum Length. We studied the scheduling of several scenarios, including the simultaneous
submissions of DAGs and independent tasks, on a real heterogeneous platform. The excellent behavior of
the HTM validates its estimations of the duration of each task concurrently running in the system. It can
consequently predict the contention tasks may have on each other if scheduled and executed concurrently
on the same computing resource. Heuristics performance shows the relevancy of the HTM information
through the experiments: their ability of behaving with a constant quality between two executions of the
same experiment as well as the quality of their respective scheduling choices to optimize several criteria at
the same time. We also show that heuristics which minimize the contention give generally the best results
regardless the criterion. We finally compare the behavior of the heuristics previously tested in previous work
to the one observed here with more precise information on the global system state due to the synchronization
mechanisms. Surprisingly, in the time-shared model, it does not necessarily improve the job repartition among
the servers, performance can consequently decrease and the utilization of the fastest servers can become
critical.

6.3. Parallel Task Scheduling

Participant: Frédéric Suter.

This year, we proposed a generic methodology for the conversion of any heterogeneous list-scheduling
algorithm for task-parallel application into an algorithm for the mixed-parallel c§s&\fe have presented a
case study for the popular HEFT scheduling heuristic, which we have extended to obtain the M-HEFT (Mixed-
parallel HEFT) heuristic. To derive this mixed-parallel version, the priority and objective functions of HEFT
have been adapted the new compute and communication units. Indeed, we now address set of processors and
collective communications whereas the HEFT heuristic has been designed for sequential compute units and
point-to-point communications.

We resort to simulation for evaluating our approach as it allows us to perform a statistically significant
number of experiments and makes is possible to explore a wide range of platform configurations. We use the
Sim GRID toolkit as the foundation of our simulatonMsGRID provides base abstractions for the discrete-event
simulation of parallel applications in distributed environments and was specifically designed for the evaluation
of scheduling algorithms. These simulation results showed that M-HEFT achieves good performance over its
competitors in the vast majority of the scenarios.

6.4. Emulation of Heterogeneity
Participants: Marc Thierry, Emmanuel Jeannot.

The French national project GridExplorer, see Secfidh) has created a cluster (about 700 CPU’s) that
is dedicated to experiments that emulate real grids. This platform is mostly homogeneous: the computing
nodes are formed with identical processors with the same amount of memory and the same network interface.
However, simulating a grid implies to make the components of GridExplorer heterogeneous. Therefore it is
interesting to degrade the performances of the different components to make such simulations possible.

We focused on degrading CPU frequency, network interface latency and bandwidth as well as address space
availability. Each such degradation is independent of the other. We developed a softwarevesdiel/t¢
that takes a script describing the desired heterogeneity in terms of each of these factors.

We based the degradations on the following tools:

CPU frequency the kernel modul€PUfreqor a program highly consuming CPU resources.
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Memory the security module of the Linux kernel calleéM
Network the Traffic Control tool TC".

The configuration is organized by so-called isléss, unions of IP address intervals. All nodes in an islet
are defined to have the same CPU and memory characteristics. On top on these local characteristics, we define
specific network characteristic between each pair of islets.

The network, CPU and memory characteristics are defined using either a Gaussian distribution (in terms of
a mean and a variance) or a uniform distribution within a given interval.

Preliminary tests show that the performance degradation is easy to calibrate and is reproducible.

6.5. Redistribution of Data
Participants: Emmanuel Jeannot, Frédéric Suter, Frédéric Wagner.

With the emergence of grid systems aggregating power of geographically distant sites, the problem of
finding an optimal way to execute large parallel data transfers over high speed networks becomes important in
order to achieve high performance. In our previous work, we studied the problem of redistributing data located
on one cluster to another one over a high performance network called backbone. We attempt not to request
more bandwidth than available on any link when scheduling all messajg3(.

We validated our model by comparing the redistribution time on a real platform and the simulatédjone |
In fact, since everything is done at the transport level, the model perfectly describes our algorithm as well as
the brute-force approachd.,when no scheduling is performed).

Next, we extended our work for th&-port model when more than one communication can take place at
each node at the same time. This extend the problem to fully heterogeneous platforms where each node of
each cluster can communicate at different speed. We have provided an algorithm for scheduling the messages,
which gives a solution at most twice as long as the optimal one. Simulation results show that it is giving almost
optimal schedules on redistribution patterns with a high number of communications, and good results in the
general case.

Finally, we have extended our previous model by allowing local communications to take place during the
redistribution. This allows for example to split large communications among several nodes of the cluster to use
in parallel the bandwidth of several network interfaces. This problem is more complicated than the original
scheduling problem, because we now need to introduce the notion of routes, as each message can now take
a different path until its final destination. In our first approach we assumed that the redistribution is under
steady statd,e.,we have to issue an infinite number of redistributions which all have the same redistribution
pattern. We proposed an approximation algorithm for the steady-state redistribution problem. This algorithm
is executed in three phases: finding optimal routes using linear programming, scheduling all messages (non
optimal phase) using graph theory and finally computing initialization steps (we need to issue a finite number
of redistributions before reaching steady state).

One of the objectives of the ARC RedGrid was to develop a redistribution library usable by middleware.
The software resulting from our algorithms has been integrated intBdke++middleware developed by
the RARIS project-team.

6.6. Large scale experiments
Participants: Mohamed Essaidi, Jens Gustedt.

Now that the communication layer 8SCRARan handle large numbers 0bBix threads (shared memory)
or distributed processes (MPI), we were able to run large scale experiments on mainframes and clusters. These
have proven the scalability of our approach as a whole, including engineering, modeling and algorithmic
aspects: the algorithms that are implemented and tested show a speedup that is very close to the best possible
theoretically, and these speedups are reproducible on a large variety of platforms. The thesis of Mohamed
Essaidi 4] that has been defended in February this year, was centered around this subject.


http://www.kernel.org/pub/linux/libs/pam/modules.html
http://www.irisa.fr/paris/Paco++/
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We also investigated extensions of the communication layer towards heterogeneous architectures and tested
several directions in using research environments from other groups. None of these attempts has been really
satisfactory: either the libraries were not sufficiently stable or the code that was produced was not very
efficient. During the year 2004, we started looking into another approach that would be only based on standard
components of nowadays computing environments that are well mastered and optimized, namely POSIX
shared memory segmentsfi_open) and MPI v. 1.2.

A lot of the code of SSCRAPhas been rewritten this year to allow for the implementation of the
communication layer as described above. As a second direction we also stream-lined the programming
interface a lot, in particular to allow an integration of PARCEL-6 &8CRAPPARCEL-6is a parallel cellular
language designed for complex neural networks (cortical systems) and some physical system simulations
(based on local equations) that is develloped by Stéphane Vialle at Supélec, Metz campus. The integration
will allow to validate SSCRAPon a wide range of fine grained applications and problems. For PARCEL-6
the avantage of clarifying the mapping from the fine-grained formulation (cells) to a coarse-grained real live
execution and in addition in achieving portability to distributed environments.

6.7. Models and algorithms for coarse grained computation
Participants: Corinna Brinkmann, Mohamed Essaidi, Jens Gustedt.

We continued the design of algorithms in the coarse grained setting as given by the PREde]7].

In particular the internship of Corinna Brinkmann aimed for the design and implementation of simple
independent sdteuristics on graphs with an emphasis on graphs that have a low average vertex degree.

The on-going research and discussion PIRO and BSP-like computation in general as well as our
implementation ofSSCRARclearly showed that there is a need for tools that are simple to use and that
enforce efficiency at the same time. B[, we present a programming paradigm and interface (catieds’
handovet) that aims to handle data between parallel or distributed processes and that mixes aspects of
message passing and shared memory. It is designed to overcome the potential problems in terms of efficiency
of both:

e memory blow up and forced copies for message passing and
e data consistency and latency problems for shared memory.

Our approach attempts to be simple and easy to understand. It contents itself with just a handful of functions
to cover the main aspects of coarse grained interoperation upon data.

6.8. Overlapping Computations and Communications with I/O
Participant: Frédéric Suter.

Several numerical computation algorithms exhibit dependences that lead to a wavefront in the computation.
Depending on the data distribution chosen, pipelining communication and computation can be the only way
to avoid a sequential execution of the parallel code. The computation grain has to be wisely chosen to obtain
at the same time a maximum parallelism and a small communication overhead.

On the other hand, when the size of data exceeds the memory capacity of the target platform, data have to
be stored on disk. The concept of Out-of-Core computation aims at minimizing the impact of the /O needed
to compute on such data. It has been applied successfully on several linear algebra applications.

In [25], we apply Out-of-Core techniques to wavefront algorithms. The originality of our approach is to
overlap computation, communication, and I/O. An original strategy is proposed using several memory blocks
accessed in a cyclic manner. The resulting pipeline algorithm achieves a saturation of the disk resource which
is the bottleneck in Out-of-Core algorithms.


http://www.ese-metz.fr/~ersidp/Software/Parcel-6/Root.html
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7. Other Grants and Activities

7.1. Bilateral international relations and European initiatives

We take part in the NoECoreGrid’' lead by Thierry Priol from INRIA Rennes. More preciselly we are
part of the work package 6 on scheduling. Emmanuel Jeannot is the leader for CNRS of task 6.5: evaluation
and benchmarking.

We maintain several international collaborations with other research teams. The two most fruitful are with
the team of Jan Arne Telle from Bergen University, Norway, and with the team of Jack Dongarra at the
University of Tennessee, Knoxville.

The collaboration with Bergen has been financed by a bilateral French-Norwegian grant and by some
regional visiting grant for Jan Arne Telle.

We collaborate with Vandy Berten and Joel Goossens of the Université Libre de Bruxelles on scheduling
problems under stochastic models.

The collaboration with Jack Dongarra of the University of Tennessee, Knoxville andrhelGproject of
INRIA, has recently been formalized in an INRIA-NSF project which handles the aspects of the integration
of our scheduling algorithms into NetSolve.

7.2. National initiatives

7.2.1. CNRS initiatives, GDR-ARP and specific initiatives

We participate at numerous national initiatives. In @@R-ARP (architecture, networks and parallelism)
we take part INTAROT?, Grappe3 andRGE.

The support for the latter has been augmented in 2001 by a project called ARGE in the national grid
initiative. ARGE had first been guided by André Schaff, and was recently handed over to Jens Gustedt and
Stéphane Vialle (Supélec, Metz Campus).

Furthermore, we participate in two AS (actions spécifiques — specific initiatives)ling Grid 5000and
Programming methods for the Gritihe first is a program that studies the possibilities of enabling a large
Grid of several thousand CPUs in France. The second studies more fundamental questions related to Grid
computing.

We also participate at a working group about all-optical networks together with the teams Grafcom of LRI
(Université Paris-Sud), OpPALL of Prism (Université de Saint-Quentin), Opal of LAMI (Université d’Evry),
without these contacts being formalized up to now.

7.2.2. ACl initiatives of the French Research Ministry
We are partners in several projects of different ACI initiatives:

e GRID-ASP(client-server approach for computing on the Grid). Within this ARC we are developing
an application for the DIET environment called HESP in collaboration withLthigoratoire de
Chimie théoriqueof Université Henri Poincaré Nancy 1. This application is to distribute the
computation of hyper-surface of potential energy of some molecules. This ACI ends in December
2004.

e GRID2 (national animation of the Grid community). This ACI ends in December 2004.
e ARGE (see above). This ACI ends in December 2004.

e Grid Explorer We participate with a joint proposition together with Stéphane Vialle from Supélec,
Metz Campus, which concerns testing the integratiorS88CRAPand Parcel-6 as described in
Section6.6. We also work on designing a set of emulation tools for transforming an homogeneous
platform into an heterogeneous one, see Sedidn

Techniques algorithmiques, réseaux et d’optimisation pour les télécommunications
2Architecture, systémes, outils et applications pour réseaux de stations de travail hautes performances
3Réseau Grand Est


http://www.arp.cnrs.fr/
http://ares.insa-lyon.fr/tarot/jsp/site/Portal.jsp
http://www-r2.u-strasbg.fr/rge/
http://www.lri.fr/~fci/AS1/
http://graal.ens-lyon.fr/~gridasp/
http://www.irisa.fr/grid2
http://www-r2.u-strasbg.fr/rge/
http://www.lri.fr/~fci/GdX/
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e In the recent (2004) initiative ACAGIR we participate in the definition and design of a set of
services for medical image processing on the grid. More precisely we are in charge of transfer with
compression task and the evaluation of grid middleware.

7.2.3. INRIA New Investigation Grant
The goal of the INRIA-ARC RedGrid is to design algorithms and services for the problem of data
redistribution between distant clusters. It involves theRiB, GRAAL, and SSALAPPLIX INRIA project-
teams.
AlGorille’s investment in this action was to develop the software resulting from our algorithms and to
integrate it into thé?aCO++middleware developed by the\RIS project-team.

8. Dissemination

8.1.1. Leadership within scientific community

On a national level, Jens Gustedt is elected member of INRdigntific boardand a member of the
INRIA steering committee YsoN*. Locally, within LORIA until July 2004 he was appointed member of
the commission for scientific prospective, and within INPL until September 2004 he was nominated substitute
member of the hiring committee in computer science.

Emmanuel Jeannot is an elected member of the computer science hiring committee of UHP. He is also
member of the steering committee of the réseau thématique pluridisciplinaire (RTP) (Pluri-disciplinary
Thematic Network) "Calcul a hautes performances et calcul réparti" (High Performance and Distributed
Computing) of the CNRS 8c Department.

8.1.2. Scientific Expertise
In 2004, Jens Gustedt served as an external expert for the evaluation of scientific projects in regional
initiatives for information science and technology in a neighboring European country.

8.1.3. Teaching activities
Emmanuel Jeannot is teaching in #igorithme et programmation des systémes distribmédule of the
DEA at Henri Poincaré University . He is also teaching computer science (System, Java, Data Base, C) in the
IUT ofHenri Poincaré University.
Frédéric Suter is teaching in tidéorie des graphanodule of the IUP GMI at Henri Poincaré University.

8.1.4. Editorial activities
Since October 2001, Jens Gustedt is Editor-in-Chief of the joubrsdrete Mathematics and Theoretical
Computer Science (DMTCSDMTCS is an journal that is published electronically by an independent
association under French law. Based on a contract with INRIA, its main web-server is located at the LORIA.
This year DMTCS has known a substantial growth and has acquired a good visibility within the concerned
domains of Computer Science and Mathematics.
Emmanuel Jeannot was member of the program committe€of’04, and inside LORIA he participates
in the board of lettre duLORIA”.
In 2004, members of the team served as referees for the following journals and conferences:
IEEE Transactions on Parallel and Distributed Systems, Journal of Parallel Distributed Com-
puting, Computing and Informatics, Soft Computing, Discrete Applied Mathematics, Theory of
Computing Systems, PMS’'04, ESA04, STACS'05

4VISON: Vers un Intranet Sécurisé Ouvert au Nomadisme, towards an secured intranet open to nomadism


http://www.aci-agir.org
http://www.irisa.fr/paris/Paco++/
http://www.inria.fr/inria/organigramme/cs.en.html
http://www.dmtcs.org/
http://www.dmtcs.org/
http://graal.ens-lyon.fr/hcw2004
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