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2. Overall Objectives
2.1. Overall Objectives

To develop new algorithms in deterministic and stochastic optimal control, and deal with associated
applications, especially for aerospace trajectories and management for the power industries (hydroelectric
resources, storage of gas and petroleum).

In the field of deterministic optimal control, our objective is to develop algorithms combining iterative fast
resolution of optimality conditions (of the discretized problem) and refinement of discretization, through the
use of interior point algorithms. At the same time we wish to study multiarcs problems (separations, rendez-
vous, formation flights) which necessitates the use of decomposition ideas.

In the field of stochastic optimal control, our first objective is to develop fast algorithms for problems of
dimension two and three, based on fast computation of consistent approximations as well as splitting methods.
The second objective is to link these methods to the stochastic programming approach, in order to deal with
problems of dimensions greater than three.

3. Scientific Foundations
3.1. Scientific Foundations

For deterministic optimal control problems there are basically three approaches. The so-called direct method
consists in an optimization of the trajectory, after having discretized time, by a nonlinear programming solver
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that possibly takes into account the dynamic structure; see Betts [26]. The indirect approach eliminates control
variables using Pontryagin’s maximum principle, and solves the resulting two-points boundary value problem
by a multiple shooting method. Finally the dynamic programming approach solves the associated Hamilton-
Jacobi-Bellman (HJB) equation, which is a partial differential equation of dimension equal to the numbern of
state variables. This allows to find the global minimum, whereas the two other approaches are local; however,
it suffers from the curse of dimensionality (complexity is exponential with respect ton).

There are various additional issues: decomposition of large scale problems, simplification of models
(leading to singular perturbation problems), computation of feedback solutions.

For stochastic optimal control problems there are essentially two approaches. The one based on the
(stochastic) HJB equation has the same advantages and disadvantages as its deterministic counterpart. The
stochastic programming approach is based on a finite approximation of uncertain events called a scenario tree
(for problems with no decision this boils down to the Monte Carlo method). Their complexity is polynomial
with respect to the number of state variables but exponential with respect to the number of time steps. In
addition, various heuristics are proposed for dealing with the case (uncovered by the two other approaches)
when both the number of state variables and time steps is large.

4. Application Domains
4.1. Application Domains

Aerospace trajectories (rockets, planes), automotive industry (car design), chemical engineering (optimiza-
tion of transient phases, batch processes).

Storage and management, especially of natural and power resources, portfolio optimization.

5. Software
5.1. Software

We have presently two research softwares. The first is an implementation of interior point algorithms
for trajectory optimization, and the second is an implementation of fast algorithms for bidimensional HJB
equations of stochastic control.

6. New Results
6.1. Trajectory optimization
6.1.1. Analysis of junction conditions for state constrained optimal control problems

Participants: F. Bonnans, A. Hermant.

In the framework of the internship, and the beginning of doctoral thesis, of A. Hermant, we have studied the
junction conditions for optimal control problems with only one control and one state constraint, of arbitrary
orderq. For these problems there exists an “alternative formulation” to the classical Pontryaguin principle,
whose Hamiltonian involves theq-times derivative of the state constraint. We have clarified the question
of equivalence between the classical and alternative formulations, by stating a complete set of “additional
conditions”. We have showed that, under weak conditions, the Jacobian of the shooting algorithm is invertible.

An INRIA report will be published at the beginning of 2006.

6.1.2. Multiarc optimization
Participants: F. Bonnans, J. Laurent-Varin.

in collaboration with N. Bérend (Onera) and Ch. Talbot (Cnes).
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We report here the work done in the framework of the thesis of J. Laurent-Varin (defendedin November
2005), whose subject is the numerical methods for multiarc problems, i.e., when several connected trajectories
are to be optimized simultaneously (separations of stages of launchers, orbital rendez-vous). The work done
previously was an implementation of a interior-point algorithm, combined with a refinement procedure, for the
single arc case. We reported in 2004 a theoretical study of multiarc problems. The main effort in 2005 was the
implementation of the method. We use an elimination procedure of variables associated with arcs, and obtain
a reduced system whose unknowns are the variables associated with nodes.

The method has been applied to a model deriving from the FSSC16 concept of two-stages launcher. After
separation, the re-usable booster comes back to Earth using an optimized path. Our algorithm was able to
optimize this model.
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Figure 1. 3D view of optimized trajectory, FSSC16 concept

6.2. Antidiffusive schemes for first order HJB equations
Participants: N. Megdich, H. Zidani.

We study numerical schemes for HJB equations HJB coming from optimal control problems with state
constraints (RDV problems, target problems of target, minimal time). When some controlability assumptions
are not satisfied, the solution of the HJB equation is discontinuous and the classical schemes provide poor
quality approximation, mainly arround the discontinuities.

In collaboration with O. Bokanowski (U. Paris VII), we have continued the study of the Ultrabee scheme and
its application for the resolution of HJB equations HJB. We have obtained a convergence result in dimension
1. The Ultrabee not being monotonous, our proof of the convergence does not use the classical arguments by
Barles-Souganidis. We presented this result at ENUMATH’ 05 and a corresponding preprint is in preparation.

In [19], we have studied the implementation of Ultrabee on adaptive grids. The use of such grids (coded in
the form of a "quadtree"), enables us to have the best approximation, in particular around discontinuities, while
minimizing the number of meshs in the grid of calculation. Let us mention that the adaptive methods were
already used for the resolution of equations HJB in the continuous case [28], [27]. The criteria of refinement
and groasning presented in these works do not work when the solution is discontinuous. In our work, we
propose criteria adapted to the equations which we treat.
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For the target problems, the value function takes only values 0 or 1 (O in the points who can reach the
target, and 1 elsewhere). To benefit from this particular structure, we also have developed a sparse code in 2d.
The idea consists on coding only the meshs where the front lies (the border between 0 and 1). This method is
inexpensive and very fast. Numerical experiments in 2d were performed and were presented at the Enumath’
05 conference by O Bokanowski. The application to a problme of atmospheric re-entry in 3d is under study.
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Figure 2. Bassin de capture du problème de Zermelo déterminé par le schéma UltraBee sur un maillage adaptatif
de niveau de raffinement maximal 6 et 7.

6.3. Numerical methods for HJB equation
6.3.1. Markov chain approximation algorithms

Participants: H. Zidani, R. Munos.

In [ CRAS-2005 ], we present an approximation scheme of the type of Markov chain approximation for the
resolution of second order HJB equations. Our scheme is a generalization of the approximations suggested
by [ RM-CF ]. It is based on an approximation of the characteristics and an interpolation on a grid which is
not necessarily regular. We prove that when the diffusion step and the interpolation weights satisfy a ’balance
conditions’, the scheme is consistent (which guarantees its convergence).

6.3.2. Splitting type algorithms
Participants: F. Bonnans, H. Zidani, E. Ottenwaelter.

We have continued the analysis and implementation of splitting type algorithms for second order HJB
equations. We use the Strang decomposition for obtaining second-order approximations for problems with
smooth solutions. Extensive numerical results forθ schemes, combined or not with the Strang decomposition,
confirm the predictins of the theory.

6.3.3. Splitting type algorithms
Participants: F. Bonnans, H. Zidani, S. Maroso.

We have established error estimates for stochastic impulse control problems. We use the techniques of
Barles and Jakobsen, and the analysis of cascade problems. The error estimate combines an error estimate
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for an arbitrary solution of the cascade problem, with the estimate due to Ishii of the distance between that
solution and the one of the impulse problem. The results were presented in INRIA report RR 5441.

6.4. Nonlinear optimization
6.4.1.VU -algorithms and theory

Participants: C. Sagastizábal, R. Mifflin (Washington State University - EUA).

For theVU-superlinear bundle algorithm for convex minimization described in [12], see Report 2004, we
consider a line search along the lines of [29]. We are currently developing a battery of test problems to validate
the results.

This work is a follow-up of our more theoretical research on variational analysis, see [15] and and [14].

6.4.2. Bundle methods for constrained optimization problems
Participants: C. Sagastizábal, M. Solodov, E. Karas, A. Ribeiro (UFPR.

In [24] we propose an algorithm for solving nonsmooth convex constrained optimization problems, which
combines the ideas of the proximal bundle methods with the filter strategy for evaluating candidate points.
The resulting algorithm inherits some attractive features from both approaches. On the one hand, it allows
an effective control of the size of quadratic programming subproblems via the compression and aggregation
techniques of the proximal bundle methods. On the other hand, the filter criterion for accepting a candidate
point as the new iterate is expected to be easier to satisfy than the usual descent condition in bundle methods.
Preliminary computational results, including comparisons with the (nonfilter) infeasible bundle method in
[16], see Report 2004, are also reported.

6.4.3. Nonconvex proximal methods
Participants: C. Sagastizábal, W. Hare (Advanced Optimization Laboratory, Mc Master University, Canada).

The proximal point mapping is the basis of many optimization techniques for convex functions. By means of
variational analysis, the concept of proximal mapping was recently extended to nonconvex functions that are
prox-regular and prox-bounded. In such a setting, the proximal point mapping is locally Lipschitz continuous
and its set of fixed points coincide with the critical points of the original function. This suggests that the many
uses of proximal points, and their corresponding proximal envelopes (Moreau Envelopes), will have a natural
extension from Convex Optimization to Nonconvex Optimization. For example, the inexact proximal point
methods for convex optimization might be redesigned to work for nonconvex functions. In order to begin the
practical implementation of proximal points in a nonconvex setting, a first crucial step would be to design
efficient methods of approximating nonconvex proximal points. This would provide a solid foundation on
which future design and analysis for nonconvex proximal point methods could flourish.

In [23] we present a methodology based on the computation of proximal points of piecewise affine models
of the nonconvex function. These models can be built with only the knowledge obtained from a black box
providing, for each point, the function value and one subgradient. Convergence of the method is proven for
the class of nonconvex functions that are prox-bounded and lower-C2 and encouraging preliminary numerical
testing is reported.

6.5. Industrial applications
Participants: C. Sagastizàbal, E. Finardi (UFSC), E. da Silva (Tractbel Brasil), R. Marcato (Light Brasil).

In [11] we consider the inclusion of hydro-thermal unit-commitment in the optimal management of the
Brazilian power system, as well as a long term generation and interconnection expansion planning problem.

Modern generation expansion planning problems take into account not only satisfaction of future demand
but also government imposed limits on pollution produced by coal based power plants. In [18], [25] we
model these features with a two-stage stochastic programming problem with recourse that can be solved by
decomposition methods. We present results for different demand scenarios, corresponding to low, medium,
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and high economic future growth, as well as different environmental cases, with stringent and non-stringent
emission limits for the thermal plants composing the electric mix.

7. Contracts and Grants with Industry
7.1. Trajectory optimization

We have agreements of cooperation with Onera and CNRS concerning the studies on transfer or orbits for
low-thrust satellites, and optimal trajectories for future launchers.

8. Other Grants and Activities
8.1. International collaborations

• With Felipe Alvarez, from CMM and Universidad de Chile, Santiago de Chile, F. Bonnans and J.
Laurent-Varin have worked on the analysis of logarithmic penalty for optimal control problems.
F. Bonnans and H. Ramirez have published the INRIA Research report 5293.

• With Claudia Sagastizábal, IMPA, Rio de Janeiro : we are currently analysing some approaches for
stochasting programming, with application to the production of electricity.

8.2. Visiting Scientists
C. Sagastizábal and Mikhail Solodov (IMPA - Brazil), F. Alvarez and Hector Ramirez-Cabrera (DIM -

Chile), Pablo Lotito (Argentina).

9. Dissemination
9.1. Teaching

• F. Bonnans : Professeur chargé de cours, Ecole Polytechnique, and Course on Continuous Opti-
mization, Mastere de Math. et Applications, Filière "OJME", Optimisation, Jeux et Modélisation en
Economie, Université Paris VI.

• S. Maroso
- ChargÂe des TD et des TP du cours "Optimisation DiffÂrentiable: ThÂorie et Algorithmes" du
prof. J.Ch. Gilbert pour la 2Âme annÂe de l’ENSTA. Nombre d’heures totale (TD+TP) en 2005: 10
(6 TD + 4 TP).

• H. Zidani - Enseignant chercheur à l’ENSTA (70h)

1. ’Optimisation quadratique’: cours de tronc commun en 1ère année ENSTA.

2. ’Propagation de fronts’: cours de spécialité en 3e année ENSTA, Master ’titre’

3. ’Contrôle optimal et équations Hamilton-Jacobi-Bellman’: cours de spécialité en 3e année
ENSTA.

4. Encadrement du PPL (projet personnel en laboratoire) de Phillippe Laugier, Avril-Juillet
2005.

• N. Megdich (15h)

1. TD et TP d’optimisation, 1ere année à l’ENSTA
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9.2. Conference and workshop committees, invited conferences

• Journées d’Analyse Numérique et Optimisation (JANO’08). Decembre 14-16 2005, Rabat (Maroc).
Invitation au minisymposium ’Mathématiques pour la finance’. H. Zidani.

• Regional meeting on “Sciences et Technologies pour l’Information et la Communication” (STIC-
AmSud), Santiago de Chile, december 2005. C. Sagastizábal.

• LatinAmerican Congress on Electric Generation and Transmission, CLAGTEE, Mar del Plata
(Argentina), november 2005. C. Sagastizábal.

• Computer Methods and Applications. Krakow (Cracovie), 14-16 nov. 2005. Minisymposium Opti-
mal Control : Talk by F. Bonnans.

• Optimisation Frameworks for Industrial Applications EDF Clamart, 19-21 octobre 2005. Talk by S.
Maroso.

• International Workshop on Optimization Frameworks for Industrial Applications “Confront & Share
Methods: Efficiencies and Limits”, EDF, Clamart (France), october 2005. C. Sagastizábal.

• VII International Seminar on Optimization, Lima, Peru, october 2005. C. Sagastizábal.

• 56th IAF (International Astronautical Congress), Fukuoka, 17-21 Oct 2005. Talk by J. Laurent-Varin.

• CONFERENCE ON OPTIMIZATION UNDER UNCERTAINTIES, Heidelberg (Germany)
September 28-30, 2005 (COUCH 2005) University of Heidelberg. Talk by S. Maroso.

• I South Pacific Conference on Mathematics, Nouvelle Caledonie (France), august 2005.
C. Sagastizábal.

• 22nd IFIP TC 7 Conference on System Modeling and Optimization Turin, Italy, July 18-22, 2005.
Talks by J. Laurent-Varin, S. Maroso et N. Megdiche.

• Enumath’05. July 18-22, 2005 - Santiago de compostella (Spain). Invited talk by H. Zidani.

• VI Brazilian Workshop on Continuous Optimization, Goiania (Brazil), july 2005. C. Sagastizábal.

• Shanghai International Workshop on Optimization (IWOS 2005), May 28-30, 2005, Tongji Univer-
sity, Shanghai. F. Bonnans, invited speaker.

• 2nd Congrès National de Mathématiques Appliquées, 23 au 27 mai 2005, VVF Evian. Talk by J.
Laurent-Varin.

• TAM-TAM’05 : Second colloque sur les Tendances dans les Applications Mathématiques en Tunisie,
Algérie, Maroc. Tunis, 26-28 Avril 2005. N. Megdich : "An adaptative antidissipative method for
optimal control problems"

• Journée thématique : Optimisation et systémes dynamiques. Limoges, 18 mars 2005. Talk by F.
Bonnans.

• French Latino American Conference on Applied Mathematics and Optimization, FLACAM05,
Santiago de Chile, January 14-18,2005. Talks by C. Sagastizábal. Mini course by F. Bonnans.



8 Activity Report INRIA 2005

10. Bibliography
Major publications by the team in recent years

[1] J. BONNANS, J. GILBERT, C. LEMARÉCHAL, C. SAGASTIZÁBAL . Numerical Optimization: Theoretical and
Practical Aspects, Springer Verlag, 2003.

[2] J. BONNANS, M. HADDOU. Asymptotic analysis of congested communication networks, in "Mathe-
matics of Operations Research", Rapport de Recherche Inria 3133, 1997, no 25-3, 2000, p. 409-426,
http://www.inria.fr/rrrt/rr-3133.html.

[3] J. BONNANS, A. SHAPIRO. Perturbation analysis of optimization problems, Springer-Verlag, 2000.

[4] J. BONNANS, H. ZIDANI . Consistency of Generalized Finite Difference Schemes for the Stochastic HJB
Equation, in "SIAM J. Numerical Analysis", vol. 41, no 3, 2003, p. 1008-1021.

Books and Monographs

[5] G. DI PILLO , M. ROMA (editors).Non convex optimization and its applications series, ISBN: 0-387-30063-5,
to appear in 2006, Springer Verlag.

[6] J. BONNANS, P. ROUCHON. Commande et optimisation de systèmes dynamiques, Editions de l’Ecole Poytech-
nique, 2005,www.polymedia.polytechnique.fr.

Articles in refereed journals and book chapters

[7] J. BONNANS, J. LAURENT-VARIN . Computation of order conditions for symplectic partitioned Runge-Kutta
schemes with application to optimal control, in "Numerische Mathematik", to appear.

[8] J. BONNANS, S. MAROSO, H. ZIDANI . Stochastic differential games: the adverse stopping game, in "IMA J.
Numerical Analysis", vol. 26-1, 2006, p. 188-212.

[9] J. BONNANS, H. RAMIREZ . Perturbation analysis of second-order cone programming problems, in "Mathe-
matical Programming Series B", Special issue dedicated to R.T. Rockafellar, no 104, 2005, p. 205-227.

[10] R. BURACHIK , C. SAGASTIZÁBAL , S. SCHEINBERG DE MAKLER . An inexact method of partial inverses
and a parallel bundle method, in "Optimization Methods and Software", vol. 21(3), 2006, p. 385–400,
http://www.tandf.co.uk/journals/titles/10556788.asp.

[11] E. FINARDI , E. DA SILVA , C. SAGASTIZÁBAL . Solving the Unit Commitment Problem of Hydropower
Plants via Lagrangian Relaxation and Sequential Quadratic Programming, in "Computational and Applied
Mathematics", Accepted for publication, 2005.

[12] R. MIFFLIN , C. SAGASTIZÁBAL . A VU -algorithm for minimization, in "Math. Program.", vol. A104, 2005,
p. 583-608,http://dx.doi.org/10.1007/s10107-005-0630-3.

http://www.inria.fr/rrrt/rr-3133.html
file:www.polymedia.polytechnique.fr
http://www.tandf.co.uk/journals/titles/10556788.asp
http://dx.doi.org/10.1007/s10107-005-0630-3


Project-Team Sydoco 9

[13] R. MIFFLIN , C. SAGASTIZÁBAL . RelatingU -Lagrangians to second-order epi-derivatives and proximal-
tracks, in "J. Convex Anal.", vol. 12, no 1, 2005, p. 81–93.

[14] R. MIFFLIN , C. SAGASTIZÁBAL . Relating U-Lagrangians to Second Order Epideriva-
tives and Proximal Tracks, in "Journal of Convex Analysis", vol. 12(1), 2005, p. 81–93,
http://www.heldermann.de/JCA/JCA12/jca12.htm.

[15] R. MIFFLIN , C. SAGASTIZÁBAL . VU-Smoothness and Proximal Point Results for Some Nonconvex Functions,
in "Optimization Methods and Software", vol. 19(5), 2005, p. 463–478.

[16] C. SAGASTIZÁBAL , M. SOLODOV. An infeasible bundle method for nonsmooth convex constrained optimiza-
tion without a penalty function or a filter, 2005, p. 146–169.

Publications in Conferences and Workshops

[17] N. BÉREND, J. BONNANS, J. LAURENT-VARIN , C. TALBOT. An efficient optimization method dealing with
global RLV (ascent and branching) trajectories, in "Proc. 56th IAF (International Astronautical Congress),
Fukuoka", 17-21 Oct 2005.

[18] R. MARCATO, C. SAGASTIZÁBAL . Generation Expansion Problems under Environmental Constraints, in
"Annals of VI CLAGTEE", 2005.

Internal Reports

[19] O. BOKANOWSKI, N. MEGDICH, H. ZIDANI . An adaptative antidissipative method for optimal control
problems, Rapport de Recherche, no 5770, INRIA, 2005,http://www.inria.fr/rrrt/rr-5770.html.

[20] J. BONNANS, S. MAROSO, H. ZIDANI . Error estimates for a stochastic impulse control problem, Rapport de
Recherche, no 5441, INRIA, 2005,http://www.inria.fr/rrrt/rr-5441.html.

[21] N. BÉREND, J. BONNANS, M. HADDOU, J. LAURENT-VARIN , C. TALBOT. An Interior-Point Approach
to Trajectory Optimization, Rapport de Recherche, no 5613, INRIA, juin 2005,http://www.inria.fr/rrrt/rr-
5613.html.

Miscellaneous

[22] O. BOKANOWSKI, N. MEGDICH, H. ZIDANI . An adaptative antidissipative method for optimal control
problems, to appear in ARIMA.

[23] W. HARE, C. SAGASTIZÁBAL . Computing Proximal Points of Nonconvex Functions, Submitted, 2005,
http://www.optimization-online.org/DB_HTML/2005/06/1163.html.

[24] E. KARAS, A. RIBEIRO, C. SAGASTIZÁBAL , M. SOLODOV. A bundle-filter method for nonsmooth convex
constrained optimization, Submitted, 2005,http://www.cs.wisc.edu/~solodov/krss05filter.pdf.

[25] R. MARCATO, C. SAGASTIZÁBAL . Introducing Environmental Constraints in Generation Expansion Prob-
lems, 2005.

http://www.heldermann.de/JCA/JCA12/jca12.htm
http://www.inria.fr/rrrt/rr-5770.html
http://www.inria.fr/rrrt/rr-5441.html
http://www.inria.fr/rrrt/rr-5613.html
http://www.inria.fr/rrrt/rr-5613.html
http://www.optimization-online.org/DB_HTML/2005/06/1163.html
http://www.cs.wisc.edu/~solodov/krss05filter.pdf


10 Activity Report INRIA 2005

Bibliography in notes

[26] J. BETTS. Practical methods for optimal control using nonlinear programming, in "Society for Industrial and
Applied Mathematics (SIAM)", 2001.

[27] B. COCKBURN, B. YENIKAYA . An adaptative method with rigorous error control for the Hamilton-Jacobi
equations. II. The two-dimensional steady-state case, in "J. Computational Physics", vol. 209(2), 2005, p.
391-405.

[28] L. GRUNE. Adaptative grid generation for evolutive Hamilton-Jacobi-Bellman equations, in "Numerical
methods for viscosity solutions and applications, World scientific", 2001, p. 153-172.

[29] C. LEMARÉCHAL, R. MIFFLIN . Global and superlinear convergence of an algorithm for one-dimensional
minimization of convex functions, in "Math. Program.", vol. 24, 1982, p. 241–256.


