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2. Overall Objectives

2.1. Introduction

Knowledge discovery in databases —hereafter KDD- consists in processing a huge volume of data in order
to extract knowledge units that are significant and reusable. Assimilating knowledge units to gold nuggets,
and databases to lands or rivers to be explored, the KDD process can be likened to the process of searching
for gold (in the same way, KDD is compared with archeology [76]). This explains the name of the research
team: the “orpailleur” denotes in French a person who is searching for gold in rivers or mountains. Moreover,
the KDD process is iterative, interactive, and generally controlled by an expert of the data domain, called the
analyst. The analyst selects and interprets a subset of the extracted units for obtaining knowledge units having
a certain plausibility. As a person searching for gold and having a certain knowledge of the task and of the
location, the analyst may use its own knowledge but also knowledge on the domain of data for improving the
KDD process.

A way for the KDD process to take advantage of domain knowledge is to be in connection with an ontology
relative to the domain of data, a step towards the notion of knowledge discovery guided by domain knowledge
or KDDK. In the KDDK process, knowledge units that are extracted have still a life after the interpretation
step: they must be represented in an adequate knowledge representation formalism for being integrated within
an ontology and reused for problem-solving needs. In this way, the results of the knowledge discovery process
may be reused for enlarging existing ontologies. The KDDK process shows that knowledge representation
and knowledge discovery are two complementary tasks: no effective knowledge discovery without domain
knowledge!

2.2. Highlights

This year, the Taaable project has been designed for participating in a challenge, namely the “Computer
Cooking Contest”! which was held during the European Conference on Case-Based Reasoning (ECCBR) in
September 2008 in Trier (Germany). This participation involved a large part of the Orpailleur team, and needed
joint efforts and combination of many skills and capabilities, such as knowledge representation, ontology
engineering, classification, case-based reasoning, text-mining, information retrieval (see §5.5 and §6.3.3). The
Taaable system has been designed during the project (see http://taaable.fr), in collaboration with SILEX team
of LIRIS Lyon (an already long-term collaboration) and RCLP team of LIPN Paris (see §7.2.5) For this first
participation, the Taaable system has won the second place (out of nine systems) and has been declared as
European Vice-Champion of the “Computer Cooking Contest” [28]. Many people in the team are already
involved in a second round and hope to win the first place for the forthcoming year.

3. Scientific Foundations

3.1. From KDD to KDDK

Keywords: data mining methods, knowledge discovery in databases, knowledge discovery in databases
guided by domain knowledge.

Knowledge discovery in databases is a process for extracting knowledge units from large databases,
units that can be interpreted and reused within knowledge-based systems.

From an operational point of view, the KDD process is performed within a KDD system including databases,
data mining modules, and interfaces for interactions, e.g. editing and visualization. The KDD process is based
on three main operations: selection and preparation of the data, data mining, and finally interpretation of the
extracted units (see Figure 1).

1 http://www.wi2.uni-trier.de/eccbrO8/index.php?task=ccc
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Rough Data, databases
|Domain understanding
|Data selection (windowing)
Selected data
|Cleaning / Preparation
Prepared data
|Data mining process (discovering patterns)
|Numerical and symbolic KDD methods
Discovered patterns
|Post-processing of discovered patterns
JInterpretation / Evaluation
Knowledge units for knowledge systems and problem-solving

Figure 1. From data to knowledge units: the objective of the knowledge discovery process is to select, prepare and
extract knowledge units from different data sources. For effective reuse, the extracted knowledge units have to be
represented within an adequate knowledge representation formalism.

The KDDK process —as implemented in the research work of the Orpailleur team— is based on data mining
methods [94], [95], [86] that are either symbolic or numerical. The methods that are used in the Orpailleur
team are the following:

e Symbolic methods are based on lattice-based classification (or concept lattice design or formal
concept analysis [91]), frequent itemsets search, and association rule extraction [110].

e Numerical methods based on second-order Hidden Markov Models (HMM?2, initially designed
for pattern recognition [109], [108]). Hidden Markov Models have good capabilities for locating
stationary segments, and are mainly used for mining temporal and spatial data.

Starting from these methods, the principle summarizing KDDK can be read as follows [42]: going “from
complex data units to complex knowledge units guided by domain knowledge” (KDDK) or “knowledge
with/for knowledge”. Two original aspects can be underlined: (i) the fact that the KDD process is guided by
domain knowledge, and (ii) the fact that the extracted units are embedded within a knowledge representation
formalism to be reused in a knowledge-based system for problem solving purposes.

In the research work of the Orpailleur team, the various instantiations of the KDDK process are all based on
the idea of classification. Classification is a polymorphic process involved in various tasks [115], [81], [118],
e.g. modeling, mining, representing, and reasoning. Accordingly, a knowledge-based system may be designed,
fed up by the KDDK process, and used for problem-solving in application domains, e.g. agronomy, astronomy,
biology, chemistry, and medicine, with a special mention for semantic web activities [68], [70], involving text
mining, content-based document mining, and intelligent information retrieval [77].

3.2. Symbolic Methods in Knowledge Discovery guided by Domain Knowledge

Keywords: association rule extraction, formal concept analysis, frequent itemset search, knowledge discovery
in databases guided by domain knowledge, lattice-based classification.

knowledge discovery in databases guided by domain knowledge is a KDD process guided by do-
main knowledge ; the extracted units are represented within a knowledge representation formal-
ism and embedded within a knowledge-based system.
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Classification problems can be formalized by means of a class of individuals (or objects), a class of properties
(or attributes), and a binary correspondence between the two classes, indicating for each individual-property
pair whether the property applies to the individual or not [72], [91], [77]. The properties may be features that
are present or absent, or the values of a property that have been transformed into binary variables. Lattice-based
classification relies on the analysis of such binary tables and may be considered as a symbolic data mining
technique to be used for extracting (from a binary database) a set of concepts organized within a hierarchy (i.e.
a partial ordering). Lattice-based classification is used for building concept lattices, also called Galois lattices,
and is the basic operation underlying the so-called formal concept analysis or FCA [91].

The search for frequent itemsets and association rule extraction are well-known symbolic data mining methods,
related to lattice-based classification. These processes usually produce a large number of items and rules,
leading to the associated problems of “mining the sets of extracted items and rules”. Some subsets of itemsets,
e.g. frequent closed itemsets (FCIs), allow to find interesting subsets of association rules, e.g. informative
association rules. This is why several algorithms are needed for mining data depending on specific applications
[51], [50].

Among useful patterns extracted from a database, frequent itemsets are usually thought to unfold “regularities”
in the data, i.e. they are the witnesses of recurrent phenomena and they are consistent with the expectations of
the domain experts. In some situations however, it may be interesting to search for “rare” itemsets, i.e. itemsets
that do not occur frequently in the data (contrasting frequent itemsets). These correspond to unexpected
phenomena, possibly contradicting beliefs in the domain. In this way, rare itemsets are related to “exceptions”
and thus may convey information of high interest for experts in domains such as biology or medicine.

3.3. Elements on Text Mining

Keywords: document annotation, information extraction, knowledge discovery form large collection of texts,
ontologies, text mining.

Text mining is a process for extracting knowledge units from large collections of texts, units that can
be interpreted and reused within knowledge-based systems.

The objective of a text mining process is to extract new and useful knowledge units in a large set of texts [97],
[81], [80]. The text mining process shows some specific characteristics due to the fact that texts are complex
objects written in natural language. The information in a text is expressed in an informal way, following
linguistic rules, making the mining process more complex. To avoid information dispersion, a text mining
process has to take into account —as much as possible— paraphrases, ambiguities, specialized vocabulary, and
terminology. This is why the preparation of texts for text mining is usually dependent on linguistic resources
and methods.

From a KDDK perspective, the text mining process is aimed at extracting new knowledge units from texts
with the help of background knowledge. The interpretation of a text relies on knowledge units shared by
the authors and the readers. A part of these knowledge units is expressed in the texts and may be extracted
by the text mining process. Another part of these knowledge units, background knowledge, is not explicitly
expressed in the text and is useful to relate notions present in a text, to guide and to help the text mining
process. Background knowledge is encoded within an ontology (a knowledge base) associated to the text
mining process. Text mining is especially useful in the context of semantic web, for manipulating textual
documents by their content.

The studies on text mining carried out in the Orpailleur team hold on real-world texts in application domains
such as astronomy, biology and medicine, using mainly symbolic data mining methods such as frequent itemset
search and association rule extraction [33], [32], [31]. This is in contrast with text analysis approaches dealing
with specific language phenomena. The language in texts is considered as a way for presenting and accessing
information, and not as an object to be studied for its own. Accordingly, the text mining process may be
involved in a loop used to enrich and to extend linguistic resources. In turn, linguistic and ontological resources
can be exploited to guide a “knowledge-based text mining process”.
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3.4. Elements on Knowledge Systems, Semantic Web, and Web Mining

Keywords: case-based reasoning, classification-based reasoning, description logics, knowledge representa-
tion, knowledge-based information retrieval, ontology, semantic web, web mining.

Knowledge representation is a process for representing knowledge within a knowledge representa-
tion formalism, giving knowledge units a syntax and a semantics. The semantic web is a frame-
work for building knowledge-based systems for manipulating documents on the web by their
contents, i.e. taking into account the semantics of the elements included in the documents.

Today people try to take advantage of the web by searching for information (navigation, exploration), and
by querying documents using search engines (information retrieval). Then people try to analyze the obtained
results, a task that may be very difficult and tedious. Tomorrow, the web will be “semantic” in the sense
that people will search for information with the help of machines, that will be in charge of posing questions,
searching for answers, classifying and interpreting the answers. The web will become a space for exchange of
information between machines, allowing an “intelligent access” and “management” of information. However,
a machine may be able to read, understand, and manipulate information on the web, if and only if the
knowledge necessary for achieving those tasks is available. This is why ontologies are of main importance
with respect to the task setting up a semantic web. Thus, there is a need for representation languages for
annotating documents, i.e. describing the content of documents, and giving a semantics to this content.
Knowledge representation languages are (the?) good candidates for achieving the task: they have a syntax with
an associated semantics, and they can be used for retrieving information, answering queries, and reasoning.

Semantic web constitutes a good platform for experimenting ideas on knowledge representation, reasoning,
and KDDK. In particular, the knowledge representation language associated with the semantic web is the
OWL language, based on description logics (or DL [66]). In OWL, knowledge units are represented within
concepts (or classes), with attributes (properties of concepts, or relations, or roles), and individuals. The
hierarchical organization of concepts (and relations) relies on a subsumption relation that is a partial ordering.
The inference services are based on subsumption, concept and individual classification, two tasks related
to “classification-based reasoning”. Concept classification is used for inserting a new concept at the right
location in the concept hierarchy, searching for its most specific subsumers and its most general subsumees.
Individual classification is used for recognizing the concepts an individual may be an instance of. Furthermore,
classification-based reasoning may be extended into case-based reasoning (CBR), that relies on three main
operations: retrieval, adaptation, and memorization. Given a target problem, retrieval consists in searching
for a source (memorized) problem similar to the target problem. Then, the solution of the source problem
is adapted to fulfill the constraints attached to the target problem. When there is enough interest, the target
problem and its solution may be memorized in the case base to be reused. In the context of a concept hierarchy,
retrieval and adaptation may be both based on classification and adaptation-guided retrieval [89]. Moreover,
the adaptation step is deeply studied in the team (see for example [4]).

In the framework of semantic web, the mining of textual documents on the web, or web mining [74], can be
considered from two main points of view: (i) mining the content of documents, involving text mining, (ii)
mining the internal and external —hypertext links— structure of pages, involving information extraction. Web
document mining is a major technique for the semi-automatic design of real-scale ontologies, the backbone
of semantic web. In turn, ontologies are used for annotating the documents, enhancing document retrieval and
document mining. In this way, web document mining improves annotation, retrieval, and the understandability
of documents, with respect to their structure and their content. The extracted knowledge units can then be used
for completing domain ontologies, that, in turn, guide text mining, and so on.

3.5. Data Mining with Hidden Markov Models
Keywords: numerical data mining method, second-order Hidden Markov Models, stochastic process.

A Hidden Markov Model is a stochastic process aimed at extracting and modeling a stationary
distribution of events.
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For designing a complete knowledge discovery system, we have developed stochastic models based on high-
order hidden Markov models, namely second-order Hidden Markov Models (HMM?2) for mining temporal
and spatial data [62]. Hidden Markov Models have good capabilities to locate stationary segments (as shown
in research work on speech recognition [108]). These models map sequences of data into a Markov chain in
which transitions between states depend on the n previous states according to the order of the model (n = 2
for HMM?2). Actually, a second-order Hidden Markov model is defined as follows: (i) a set S = (sy, ...sy) of
N states, (ii) a three dimensional matrix on S* with a;jx = Prob(qs = sx/qt—1 = Sj,qt—2 = S3), Where g
denotes the state at time t and 3"y _, a;5x = 1,V(i,3) € [1,N] x [1,N], (iii) a set of N discrete distributions:
bi(.) denotes for i the distribution of observations associated to the state s;. This distribution may be
parametric, non parametric, or even given by another Hidden Markov Model.

One research direction holds on the investigation of the performances of discrete second-order Hidden Markov
Models on composite data, both in the temporal and spatial domain, to achieve a classification based on several
attributes. The main advantage of HMM?2 is the existence of a non-supervised training algorithm —the EM
algorithm—, that allows the estimation of the parameters of the Markov model from a corpus of observations
and an initial model. The resulting Markov model is able to segment each sequence of data into stationary and
transient parts.

Our research effort focuses on the study of the capabilities of discrete second-order Hidden Markov Models
applied to composite data, both in the temporal and spatial domain, to carry on a classification based on several
attributes. This includes:

1. the elaboration of a process for mining spatial and temporal dependencies in order to extract
knowledge units, e.g. for knowledge acquisition. This process involves an unsupervised classification
of data whose results can be data processed by symbolic data mining methods (such as concept
lattices or association rules).

2. The use of adapted symbolic classification methods, e.g. concept lattice design or association rules
extraction algorithms, providing a bootstrap for automatic reasoning about the class structures
extracted with the HMM?2 and giving a synthetic view of the data to the experts, who have, in
sequence, to interpret the classes and/or specify new experiments.

4. Application Domains

4.1. KDDK in Life Sciences

Keywords: bioinformatics, biology, chemistry, gene, knowledge discovery in life sciences.

Participants: Yasmine Assess, Sid-Ahmed Benabderrahmane, Naziha Benamrouche, Matthieu Chavent,
Adrien Coulet, Marie-Dominique Devignes, Léo Gemthio, Mehdi Kaytoue, Vincent Leroux, Nizar Messai,
Bernard Maigret, Amedeo Napoli, Malika Smail-Tabbone, Yannick Toussaint.

Knowledge discovery in life sciences is a process for extracting knowledge units from large biolog-
ical databases, e.g. collection of genes.

One of the major application domains currently investigated by the Orpailleur team is related to life sciences,
with a particular emphasis on biology (bioinformatics), medicine, and chemistry. Life sciences are getting
more and more importance as an application domain for computer scientists. In this context, the understanding
of biological systems provides complex problems for computer scientists. In sequence, when problems are
solved (at least in part), solutions bring new ideas not only for biologists but also for computer scientists,
and the research work goes on. Moreover, and this is one of the particularity of Orpailleur, the team includes
biologists, chemists, and a physician, making the Orpailleur team one of the most original INRIA team from
this point of view.
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Knowledge discovery is gaining more and more interest and importance in life sciences for mining either
homogeneous databases such as protein sequences or structures, heterogeneous databases for discovering
interactions between genes and environment, or between genetic and phenotypic data, especially for public
health and pharmacogenomics domains. The latter case appears to be one main challenge in knowledge
discovery in biology and involves knowledge discovery from complex data and thus KDDK. The interactions
between researchers in biology and researchers in computer science improve not only knowledge about
systems in biology, chemistry, and medicine, but knowledge about computer science as well. Solving problems
for biologists using KDDK methods may involve the design of specific modules that, in turn, leads to
adaptations of the KDDK process, especially in the preparation of data and in the interpretation of the extracted
units.

4.2. The Kasimir Project

Keywords: case-based reasoning, classification-based reasoning, description logics, knowledge representa-
tion, lattice-based classification, semantic web.

Participants: Fadi Badra, Julien Cojan, Jean Lieber, Thomas Meilender, Amedeo Napoli.

The Kasimir research project holds on decision support and knowledge management for the treatment of
cancer [25]. This is a multidisciplinary research project in which participate researchers in computer science
(Orpailleur), in ergonomics (“Laboratoire d’ergonomie du CNAM Paris”), experts in oncology (“Centre
Alexis Vautrin” in Vandeeuvre-les-Nancy), Oncolor (a healthcare network in Lorraine involved in oncology),
and Hermes (an association for the sharing of resources in informatics for medicine). For a given cancer
localization, a treatment is based on a protocol similar to a medical guideline, and is built according to
evidence-based medicine principles [88]. For most of the cases (about 70%), a straightforward application of
the protocol is sufficient and provides a solution, i.e. a treatment, that can be directly reused. A case out of the
30% remaining cases is “out of the protocol”, meaning that either the protocol does not provide a treatment
for this case, or the proposed solution raises difficulties, e.g. contraindication, treatment impossibility, etc.
For a case “out of the protocol”, oncologists try to adapt the protocol. Actually, considering the complex
case of breast cancer, oncologists discuss such a case during the so-called “breast cancer therapeutic decision
meetings”, including experts of all specialties in breast oncology, e.g. chemotherapy, radiotherapy, and surgery.
In addition, protocol adaptations are studied from the ergonomics and computer science viewpoints. These
adaptations can be used to propose evolutions of the protocol based on a confrontation with actual cases. The
idea is then to make suggestions for protocol evolutions based on frequently performed adaptations.

Adaptation plays a central role in knowledge-intensive CBR, where a target problem is solved by adapting the
solution of a source case. The adaptation process is based on adaptation knowledge that —for the main part— is
domain-dependent, and thus needs to be acquired for a new application of CBR.

In parallel, the semantic web technology relies on the availability of large amount of knowledge in various
forms [68], [70]. The acquisition of ontologies is one of the important issues that is widely explored in the
semantic web community. Moreover, the acquisition of decision and adaptation knowledge for the semantic
web has not been so deeply explored, though this kind of knowledge can be useful in numerous situations.
Accordingly, this is the goal of adaptation knowledge acquisition (AKA) to mine a case base, to extract
adaptation knowledge units, and to make these units operational. The AKA process is aimed at feeding a
knowledge server embedded in the Kasimir semantic portal [120], that includes an OWL-based formalisms
for representing medical ontologies, decision protocols (the case base), and adaptation knowledge [29]. Web
services associated to the CBR process are developed, and several protocols are implemented.

4.3. Mining Spatio-Temporal Data

Keywords: hidden Markov models, knowledge representation, spatial relations, spatial-temporal reasoning.

Participants: Nicolas Jay, Florence Le Ber, Jean-Francgois Mari, Amedeo Napoli.
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Temporal and spatial data are complex data to be mined because of their internal structure, that can be
considered as multi-dimensional. Indeed, spatial data may involve two or three dimensions for determining
aregion and complex relations as well for describing the relative positions of regions between each others (as
in the RCC-8 theory for example [111]). Temporal data may present a linear but also a two-dimensional aspect,
when time intervals are taken into account and have to be analyzed (using Allen relations for example). In this
way, mining temporal or spatial data are tasks related to KDDK. Spatial and temporal data may be analyzed
with numerical methods such as Hidden Markov Models, but also with symbolic methods, such as levelwise
search for frequent sequential or spatial patterns.

For illustration, an application in the medical domain in concern with the study of chronic diseases is a good
example of KDDK process on spatio-temporal data. An experiment for characterizing the patient pathway
using the extraction of frequent patterns, sequential and not sequential, from the data of the PMSI? system
associated with the “Lorraine Region” is currently under investigation [98].

5. Software

5.1. A Data Mining Toolkit: the Coron Platform

Keywords: association rule extraction, data mining, frequent closed itemsets, frequent generators, frequent
itemsets, rare itemsets.

Participants: Mehdi Kaytoue, Florent Marcuola [contact person], Amedeo Napoli, Yannick Toussaint.

One of the goals of data mining is to extract hidden relations among objects and properties in databases.
Usually frequent itemsets are used to find association rules, but the process produces a large number of rules,
leading to the associated problem of “mining the set of extracted rules”. Studies have shown that it can be
more interesting to find only a subset of frequent itemsets, namely frequent closed itemsets (FCIs) and frequent
generators (FGs). In turn, FCIs and FGs can be used for finding “minimal non-redundant” association rules.

We have developed a collection of programs for data mining that are grouped in the so-called Coron platform
[116]. The platform contains a rich set of well-known algorithms in the data mining community, such as
APriori, APriori-Close, Close, Pascal, Eclat, Charm, and, as well, several original algorithms such as Pascal+,
ZART, Carpathia, Eclat-Z, and Charm-MFI. The toolkit is composed of three main parts: (i) Coron-base,
(i) AssRuleX, and (iii) pre- and post-processing modules.

With Coron-base, it is possible to extract different kinds of itemsets, e.g. frequent itemsets, frequent closed
itemsets, frequent generators, etc. Each of the algorithms has advantages and disadvantages with respect to the
form of the data that are mined. Since there is no best universal algorithm for any arbitrary dataset, Coron-base
offers the possibility for users to choose the algorithm that best suits their dataset and needs.

Finding association rules is one of the most important tasks in data mining. The second part of the system,
AssRuleX (Association Rule eXtractor) can generate different sets of association rules (from itemsets). This
can lead to another data mining problem: which rules are the most useful? Beside all possible rules, some
useful rule subsets (bases) can be extracted, e.g. minimal non-redundant association rules, generic basis,
informative basis, etc.

The Coron system supports the whole life-cycle of a data mining task. We have modules for cleaning the
input dataset, and for reducing its size if necessary. The module RuleMiner facilitates the interpretation and
the filtering of the extracted rules. The association rules can be filtered by (i) attribute, (ii) support, and/or
(iii) confidence. It is also possible to color the most important attributes in the list of rules, for finding the most
interesting rules from a given viewpoint.

2For “Programme de Médicalisation des Systemes d’Informations”. This is the name of the information system collecting the

administrative data for an hospital.
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Until now, studies in data mining have mainly concentrated on frequent itemsets and generation of association
rules from them. Recently, we started to investigate the complement of frequent itemsets, namely the rare
(or non-frequent) itemsets. In the literature, the problem of rare itemset mining and the generation of rare
association rules has not yet been studied in detail, though such itemsets also contain important information
just as frequent itemsets do. A particularly relevant field for rare itemsets is medical diagnosis. Coron already
contains some algorithms that are designed to extract rare itemsets and rare association rules, e.g. APriori-rare,
MRG-EXP, ARIMA, and BTB [116].

The Coron toolkit is developed entirely in Java, which provides a maximal portability. The system is
operational, and it has already been tested within several research projects, e.g. for mining the Stanislas
cohort, or in the CabamakA project (which is part of the Kasimir system, see §4.2). Moreover, the Coron
implementation of the Titanic algorithm has been integrated into the Galicia platform, that is developed at the
University of Québec (UQAM) in Montréal, Canada. Another extension of the system, named BioCoron, is
aimed at taking into account biological data [56], [41].

The software has been registered at the “Agence pour la Protection des Programmes” (APP) and is freely
available3.

5.2. Stochastic systems for knowledge discovery and simulation

5.2.1.

5.2.2.

Keywords: Hidden Markov Models, stochastic process.

Participants: Florence Le Ber, Jean-Francois Mari [contact person].

CarottAge

CarottAge 4 is a freely available software (GPL license) providing a synthetic representation of temporal and
spatial data based on a hidden Markov field. The purpose of the CarottAge system is to build a partition —called
the hidden partition— in which the inherent noise of the data is withdrawn as much as possible.

The software has been improved for taking into account:

1. the various shapes of the territories that are not represented by square matrices of pixels,

2. the use of pixels of different size with composite attributes representing the agricultural pieces and
their attributes,

3. the irregular neighborhood relation between those pixels,

4. the use of shape files to facilitate the interaction with GIS (geographical information system).

CarottAge is currently used by INRA researchers interested in mining the changes in territories related to the
loss of biodiversity (projects ANR BiodivAgrim and ACI Ecoger) and/or water contamination>.

GenExp

In the framework of the project “Impact des OGM” initiated by the French Ministry of Research, we have
developed a software called GenExp for simulating two-dimensional random landscapes and for studying
the dissemination of vegetable transgenes. The GenExp system is based on the CarottAge system and on
computational geometry. The simulated landscapes are given as input for programs such as Mapod-Mais or
GeneSys-Colza for studying the transgene diffusion [17], [63], [26]. The last version of GenExp allows an
interaction with R subroutines and has received a GPL License.

5.3. Softwares for the Semantic Web

Keywords: association rule extraction, frequent itemset search, information retrieval, knowledge discovery
from databases, navigation, semantic web, text mining.

3http://coron.loria.fr
4hllp://www.loria.l'r/~j fmari/App/
SSee Project Piren-Seine, Inedit 65 “STIC and Environment”.


http://coron.loria.fr
http://www.loria.fr/~jfmari/App/

10 Activity Report INRIA 2008

Participants: Amedeo Napoli, Emmanuel Nauer [contact person], Yannick Toussaint.

5.3.1. IntoWeb: Intelligent Access to Information

5.3.2.

Two systems are currently under development. The objective of the first system, called “IntoWeb”, is to provide
a generic environment for an intelligent access to information, by combining information retrieval, hypertext
navigation, and data-mining. Two kinds of objects feed the IntoWeb system: XML documents of a domain
(for example bibliographical references) and web textual documents. The IntoWeb system contains a set of
operations implementing the core tasks of a knowledge extraction process, i.e. collecting, filtering, and mining
data. Applying operations to an object or a set of objects produce new objects, like vectors, clusters, association
rules, lattices, which can in turn be exploited. Solving a given problem of information retrieval, or data mining,
is performed by a well chosen sequence of operations available in the hypertext interface of the system. Data-
mining modules, such as extraction of frequent closed itemsets, association rules, and lattice construction, are
provided by the Coron platform (see §5.1).

CreChainDo

The second system, called “CreChainDo”, makes use of FCA for information retrieval on the web. Many
recent systems use FCA for improving the access to documents on the web [77], [99], [85]. Among them, the
Credo system [78], uses a concept lattice to reorganize the list of documents returned by a search engine as
an answer to a given query. In Credo, a lattice is built according to the title and the snippet of each documents
returned by Google. Navigating into the lattice hierarchy guides the access to the web documents.

In this way, a lattice contains concepts that are relevant and some others that are not relevant for a given
information retrieval task. Extending the Credo approach, we introduce lattices into an interactive and iterative
system, called CRECHAINDO [21], [58]. The CRECHAINDO system uses FCA for reorganizing the list of
documents returned by Google according a lattice. The lattice, presented as a tree-hierarchy, helps the user to
explore the search results in a structured and synthetic way. The CRECHAINDO system offers to the user a
way of expressing a negative or positive agreement with some concept of the lattice, in agreement with the
objective of information retrieval. These user choices are converted into extension or reduction operations on
the lattice, in order to make the lattice evolve and to better fit his/her needs. Thus, the CRECHAINDO system
proposes an interactive and iterative information retrieval process on the web and is available®.

5.4. The Kasimir System for Decision Knowledge Management

Keywords: case-based reasoning, classification-based reasoning, decision knowledge management, edition
and maintenance of knowledge, semantic portal.

Participants: Fadi Badra, Julien Cojan, Jean Lieber [contact person], Amedeo Napoli, Thomas Meilender.

The objective of the Kasimir system is decision support and knowledge management for the treatment of
cancer. A number of tools have been developed within the Kasimir system: mainly modules for the editing
of treatment protocols, visualization, and maintenance. Actually, two versions of Kasimir are currently used.
A first version is based on an ad hoc object-based representation formalism. A second version is developed
within a semantic portal, based on OWL and extensions of OWL, implying the development of the two user
interfaces, namely EdHibou and NavHibou.

The software CabamakA for case base mining for adaptation knowledge acquisition is a module of the Kasimir
system.

The instance editor EdHibou is used for querying the protocols represented within the Kasimir system. The
browser NavHibou is developed for navigating in the class hierarchies built by a reasoner based on OWL.
Moreover, since the Kasimir inference engine is based on subsumption, a study on the integration of an
extended inference engine taking into account inferences based on CBR, and on an integration within the
semantic web, has to be carried out. A service of CBR based on an OWL representation has been developed
for this purpose (see the thesis of Mathieu d’Aquin [121], [123]).

6http://intowcb.loriu.fr/
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The current release of EdHibou is stable and its use does not require the knowledge of complex web
technologies, besides the web ontology language OWL or an OWL editor, such as Protégé+OWL. Moreover,
a tutorial for EdHibou users has been written. Another tutorial, for EdHibou developers, is under writing.
EdHibou has been presented at the International Semantic Web Conference, in the “poster and demos”
program [29].

5.5. Taaable: a system for retrieving and creating new cooking recipes by
adaptation.

Keywords: case-based reasoning, hierarchical classification, knowledge acquisition, ontology engineering,
semantic annotation, text mining.

Participants: Fadi Badra, Rokia Bendaoud, Julien Cojan, Jean Lieber [contact person], Thomas Meilender,
Amedeo Napoli, Emmanuel Nauer, Yannick Toussaint.

Taaable is a system whose objectives are to retrieve textual cooking recipes and to adapt these retrieved recipes
whenever needed. Suppose that someone is looking for a “leek pie” but has only an “onion pie” recipe: how
can the onion pie recipe be adapted?

The Taaable system combines principles, methods, and technologies of knowledge engineering, namely CBR,
manual and semi-automatic ontology engineering, text-mining from web textual resources, text annotation,
knowledge representation, and hierarchical classification [28]. Ontologies for representing knowledge about
the cooking domain, and a terminological base for binding texts and ontology concepts, have been semi-
automatically built from textual web resources (see §6.2.1). These resources are used by an annotation process
for building a formal representation of textual recipes (see §6.2.2). A CBR engine (see §6.3.3) considers each
recipe as a case, and uses domain knowledge for reasoning, especially for adapting an existing recipe w.r.t.
constraints provided by the user, holding on ingredients and dish types.

The Taaable system is available on line at http://taaable.fr. This system has been designed with the collabo-
ration of the SILEX team (LIRIS Lyon) and the RCLN team (LIPN Paris 13). In addition, Taaable won the
second price of the first “Computer Cooking Contest”” which took place during the European Conference on
Case-Based Reasoning (ECCBR) in September 2008 in Trier (Germany).

6. New Results

6.1. Relational Concept Analysis and Mining Complex data
Keywords: mining of complex data, relational concept analysis.

Participants: Rokia Bendaoud, Nicolas Jay, Amedeo Napoli, Frédéric Pennerath, Mohamed Rouane-Hacene,
Yannick Toussaint.

6.1.1. Relational Concept Analysis

Lattice-based classification, formal concept analysis, itemset search and association rule extraction, are suit-
able paradigms [117] for symbolic KDDK, that may be used for real-sized applications. Global improvements
may be carried on the ease of use, on the efficiency of the methods [101], and on adaptability, i.e. the ability to
fit evolving situations with respect to the constraints that may be associated with the KDDK process. Accord-
ingly, the research work presented hereafter is in concern with the extension of symbolic methods to complex
data, e.g. objects with multi-valued attributes, relations, graphs, texts, and real world data.

7http://www.wi2.uni—trier.de/eccbr()S/indexAphp?task:ccc
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Recent advances in data and knowledge engineering have emphasized the need for formal concept analysis
(FCA) tools taking into account structured data. There are a few adaptations of the classical FCA methodology
for handling contexts holding on complex data formats, e.g. graph-based or relational data. This year, we have
worked and developed several applications involving relational concept analysis (RCA) [55], [49]. The RCA
process is an extension of the FCA process for analyzing objects described both by binary and relational
attributes. The RCA process takes as input a collection of contexts and of inter-context relations, and yields
a set of lattices, one per context, whose concepts are linked by relations. Moreover, a way of representing
the concepts and relations extracted with RCA is proposed in the framework of a description logic. The RCA
process has been implemented within the Galicia platform, offering new and efficient tools for knowledge and
software engineering. Hereafter, several applications in text mining are currently using the RCA process and
have given substantial results, showing the efficiency of the RCA process.

KDDK in Medico-Economical Databases

Since 30 years, many patient classification systems (PCS) have been developed. These systems aim at
classifying care episodes into groups according to different patient characteristics. In most PCS, patient
categories are derived from diagnoses and treatment procedures to get homogeneous groups in relation to
resource use. This process is achieved by variance analysis of a numeric measure of resource consumption,
explained by expert-defined patient profiles. Besides, the majority of PCS are designed to treat only a single
encounter of a patient with a care provider at a time. In France, the so-called “Programme de Médicalisation
des Systemes d’Information” is a national wide PCS in use in every hospital. Each year, it collects data about
millions of hospitalizations. Our objective is to extract new knowledge units from this database for exploring
Patient Care Trajectories (PCT). PCT can be seen as sequences of several episodes of care observed over time.
To perform this task, we propose a methodology based on Formal Concept Analysis (FCA). Our approach
aims at assisting domain experts with automated classification tools to define groups of patient having similar
health condition, treatments or journey through the health-care system.

From a theoretical point of view, our research focuses on the ability of FCA to deal with large amounts of
data. We especially study means of reducing complexity of large concept lattices. These techniques are based
on two interest measures of formal concepts: support and stability. Significant results have been be presented
this year, especially at the International Conference Formal Concept Analysis 2008 [39], [40], [3]. They show
the complementarity of these measures in identifying interesting concepts. Another way of research lies in the
design of a data driven ontology. The idea is to reuse knowledge discovered during the FCA step to extend an
ontology of PCT that will draw reasoning tasks on patient profiles. Such an ontology could, for example, help
to qualify a chronic disease made of a succession of pathological states.

KDDK in Chemical Reaction databases

The mining of chemical chemical reaction databases is an important task [100] for at least two reasons: (i)
the challenge represented by this task regarding KDDK, (ii) the industrial needs that can be met whenever
substantial results are obtained. Chemical reactions are complex data, that may be modeled as undirected
labeled graphs. They are the main elements on which synthesis in organic chemistry relies, knowing that
synthesis —and thus chemical reaction databases— is of first importance in chemistry, but also in biology,
drug design, and pharmacology. From a problem-solving point of view, synthesis in organic chemistry must
be considered at two main levels of abstraction: a strategic level where general synthesis methods are involved
—a kind of meta-knowledge— and a tactic level where specific chemical reactions are applied. An objective for
improving computer-based synthesis in organic chemistry is aimed at discovering general synthesis methods
from currently available chemical reaction databases for designing generic and reusable synthesis plans.

A preliminary research work [73] has been carried on in the Orpailleur team, based on frequent levelwise
itemset search and association rule extraction, and applied to standard chemical reaction databases. This
work has given substantial results for the expert chemists. At the moment, extending this first work, a graph-
mining process is used for extracting knowledge from chemical reaction databases, directly from the molecular
structures and the reactions themselves. This research work is currently under development, in collaboration
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with chemists, and is in accordance with needs of chemical industry [113]. This year, a number of substantial
results have been presented (and some of these in high-level conferences [59], [60], [47], [48]) (see also 7.2.4).

6.2. KDDK and Text Mining

6.2.1.

Keywords: annotation, content-based manipulation of documents, document analysis and mining, ontology
design and extension from texts, text mining.

Participants: Rokia Bendoaud, Amedeo Napoli, Emmanuel Nauer, Mohamed Rouane-Hacene, Yannick
Toussaint.

The objective of text mining is to extract new, useful, and reusable knowledge units from large collections of
texts. An objective of the team is to make available extracted knowledge units for allowing a “machine-based”
manipulation of texts. The results of research on text mining carried out during this year are based on two
interrelated points: knowledge extraction from heterogeneous textual resources and semantic annotation.

Knowledge extraction from heterogeneous textual resources

Ontologies are the backbone of semantic web. They help software and human agents to communicate by
providing shared and common domain knowledge, and by supporting various tasks, e.g. problem-solving
and information retrieval [106]. An ontology is commonly defined as an explicit specification of a domain
conceptualization [93]. However, in practice, building an ontology depends on a number of resources having
different types: thesaurus, dictionaries, texts, databases, etc. The web makes also an increasing number of
ontologies widely available for reuse. None of them can pretend to be complete as each ontology provides a
specific point of view on a given domain. In addition, ontologies should be most of the time linked to each
other. Then, because of this wide range of resources, it cannot be assumed that all ontologies are represented
within a unique standard ontology language such as OWL, the W3C web Ontology Language (as sometimes
assumed, e.g. in the framework of semantic import of modular ontologies [112]).

During this year, we have worked on the design of a methodology and an associated platform named “Pactole”
[49], [33]. This methodology extends previous research works based on FCA and aimed at building ontologies
from texts with Relational Concept Analysis (RCA). Accordingly, experiments have been performed mainly
in two domains, astronomy and microbiology. Finally another experiment has been carried out in the Taaable
project on the adaptation of cooking recipes.

The “Pactole” methodology is based on the identification in texts of objects, and on the extraction of object
properties and of relations between objects. Object identification is possible thanks to a list of names (for
example the celestial object HR2725 or the bacteria Echerichia Coli) or a set of patterns (NGC xxxx where
xxxx is a number). Properties and relations between objects are extracted from the texts using syntactic parsers
(e.g. Stanford parser), information extraction tools (e.g. Gate), or any other ad hoc parsing tool. Properties are
expressed in texts with adjectives or verbs (a celestial object is “flaring”). Relations are usually expressed
through lexical patterns.

Based on the results of the extraction process, a binary table “Objects x Attributes” is built and the associated
concept lattice can be computed. Objects are then clustered into classes w.r.t. the properties associated to
the objects in the texts. Moreover, a transformation function may convert the lattice into a concept hierarchy
expressed in a simple description logic formalism (FLE). Apposition of formal contexts (i.e. a merge of two
contexts having the same set of objects) has been used for extending and enriching the resulting ontology.
The RCA process has been used to take into account relations between objects and to create relation between
concepts of the ontology.

Two experiments in astronomy and microbiology have been used for positively evaluating this approach [33],
[32]. An interactive process based on FCA and RCA has also been defined, for inserting the user/expert/analyst
into the KDD loop when building an ontology [33].
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The same approach has been used in the Taaable project for building the Taaable ontology. A preliminary
hierarchy of ingredients was taken from the Cook’s Thesaurus®. Then, the possible ways of preparing an
ingredient, e.g. mashed, sliced, etc., were used to refine the initial classification and to make closer ingredients
that can be prepared the same way. In this way, an ontology of 4.000 ingredients was built and used by the
case-base reasoner in the Taaable project.

Semantic Annotation of Cooking Recipes

A specific tool for annotating recipes w.r.t. an ontology has been developed in the context of the Taaable
project. In the recipes, ingredients are identified thanks to a terminological matching mechanism. One problem
is to annotate recipes by “types” (e.g. soup, dessert, Mediterranean dish, etc., since these types are not available
in the initial recipe texts. Based on the experience of the team in symbolic KDD, association rule extraction has
been applied on a set of 8§7.000 recipes. This resulted in the learning of significant features able to characterize
recipe types. Accordingly, a set of selected association rules has been used for typing recipes.

KDDK in Pharmacovigilance

Participants: Amedeo Napoli, Mohamed Rouane-Hacene, Yannick Toussaint.

Pharmacovigilance (PV) holds on the study and the prevention of adverse reactions to drugs (ADR), based
on data collected by specialized centers and stored in case report databases (CRDBs). The CRDBs are then
mined for finding unexpected associations between drugs and ADR that can be interpreted as signals:

e A safety signal appears when a single drug consumption is the cause of an (unexpected) ADR.
o A syndrome appears when a single drug consumption is the cause of several (unexpected) ADRs.

e A drug interaction appears when the consumption of several drugs is the cause of an (unexpected)
ADR.

e A protocol appears when the consumption of several drugs is the cause of several (unexpected)
ADRs.

During 2008, we participate to the ANR project Vigitermes, whose primary goal is to design a knowledge-
based system for the management and the documentation of case reports, and, as well, to the detection of
unexpected pharmacological associations.

We proposed a new method identifying candidates for pharmacological associations that can be investigated in
clinical trials. A clinical trial allows the observation of a drug activity on a given population. The method relies
on Formal Concept Analysis [91], a mathematical framework for data analysis. In addition, the proposed
method uses several components of the statistical modeling and adjustments that help filtering statistically
significant associations. The method has been implemented within a prototype system called SignalMiner and
validated through an experiment on the CRDB of the French Medicines Agency. Moreover, a research paper
introducing the method, the tool and the results has been submitted to Journal of Pharmaceutical Medicine.

In order to document and explain discovered pharmacological associations, we reformulated drug-reaction
analysis so that extracting knowledge in CRDBs is mapped to a relational data-mining problem. Additional
medical resources are used, containing taxonomic knowledge and information on both drugs and ADR. To
that end, we rely on Relational Concept Analysis (RCA) [96], [114], an extended FCA framework that helps
abstracting concepts and inter-concept relations based on patients, drugs, ADR, and their connections (see
also §6.1.1). The goal here is to derive classes of patients (profiles) that are linked to, on the one hand, drug
classes (therapies), and, on the other hand, reaction classes. The classes of drugs and reactions are provided
with a formal description encoding chemical and pharmacokinetic data, medical classifications, etc. This helps
to better detect the root causes of reactions in the light of the connections between patient profile and the
mined knowledge on the followed therapy. The approach has been implemented within the tool Radix and is
still under investigation in collaboration with Vigitermes stakeholders.

8hllp://www.ﬁ)odsubs.com/
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6.3. New directions within the Kasimir research project

Keywords: belief revision, case-based reasoning, classification-based reasoning, description logics, knowl-
edge representation, semantic web.

Participants: Fadi Badra, Julien Cojan, Jean Lieber, Thomas Meilender, Amedeo Napoli.

6.3.1. Adaptation Knowledge Acquisition

6.3.2.

6.3.3.

The research about adaptation within the Kasimir research project has been described in [20]. Adaptation in
Kasimir, as well as in many other CBR systems, requires knowledge. The adaptation knowledge acquisition
(AKA) is a current research work, that takes two directions: AKA from experts and semi-automatic AKA.

AKA from experts consists in analyzing adaptations performed by experts. Interviews of experts confronted
to decision problems requiring adaptation have been recorded to be afterward analyzed, and modeled within
adaptation patterns [122].

Semi-automatic AKA is based on the “mining of the protocols”. A protocol can be seen as a set of rules
“situation—decision”. Knowing how the decisions change when the situations change from one rule
to another rule provides a specific adaptation rule. By generalizing these specific rules, general adaptation
rules may be obtained. This generalization process has been implemented thanks to a frequent close itemset
extraction module of the Coron platform (see §5.1). This requires a formatting of the situations and decisions
of the protocol following the itemset mode. A system, called CabamakA, realizes this case base mining for
adaptation knowledge acquisition, and provides pieces of information that can be used for building adaptation
rules [119]. This AKA process is not fully automated: an analyst guides CabamakA, following the principles
of knowledge discovery. More precisely, the analyst uses filters to drive the mining process, and interprets the
extracted pieces of information in adaptation rules. The work of the analyst may be tedious, and thus tools
making the task easier are under study and development [30].

AKA from experts and semi-automatic AKA are not completely satisfying: the former provides generic
adaptation patterns that are intelligible, but cannot be directly operational, while the latter provides adaptation
rules that can be directly implemented, but are difficult to understand (and thus, to validate). A future research
work will combine the two kinds of AKA for producing operational and intelligible adaptation knowledge
units.

Conservative Adaptation and Learning from Failure

A new scientific theme has emerged last year that can be applied to protocol adaptation. It is called conservative
adaptation [34], [53] and it is a new approach to adaptation in CBR based on the theory of belief revision
[71], [104], [105]. Revising a knowledge base 1) by a consistent knowledge base p consists in building a
knowledge base 1 o v that specializes p and that makes a “minimal change” on v in order to reach the
consistency. Conservative adaptation consists in making a “minimal change” on the source context ¢ (for
Kasimir, the protocol) in order to be consistent with the target context p (for Kasimir, the target patient). For
example, suppose that the protocol recommends a cure of tamoxifen (an anti-oestrogen drug) for a patient
having a cirrhosis of the liver. Since tamoxifen is contraindicated for patients having a serious liver disease,
conservative adaptation proposes another anti-oestrogen treatment that is not contraindicated for this patient.
In the continuity of this work, an approach involving a combination of several retrieved cases for solving a
given target problem has been proposed last year [103].

CBR in the Taaable Project

Some of the results of the work on CBR in the Orpailleur team, in particular, for Kasimir, have been reused
for the Taaable system (see also §5.5). This system is based on a hierarchy of classes where a class plays the
role of recipe index. The retrieval in Taaable is based on strong and smooth classifications [102]. The result
of retrieval is a recipe index and a similarity path in the form of a sequence of generalization/specialization
substitutions. The adaptation consists in applying this sequence of substitutions on the index. Several research
issues are currently examined in the Taaable project. One of them is the application of CabamakA on the
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recipes for finding cooking domain-dependent adaptation rules. Another one is the application of conservative
adaptation for adapting recipes, taking into account domain knowledge about cooking. A long term future work
consists in combining the rule-based adaptation —with rules obtained thanks to CabamakA— and conservative
adaptation.

Finally, as they are collaborators of first importance in the Taaable project, let us mention a long term
collaboration about the foundations of the CBR paradigm existing between Orpailleur and the SILEX team of
the LIRIS laboratory in Lyon (see also §7.2.5). In 2008, this collaboration has focused on the IakA approach to
knowledge acquisition of CBR [35]. This approach is opportunistic and interactive: it is applied in the context
of a particular problem-solving session, when the user is not satisfied by the solution provided by the CBR
system. It is based on a decomposition of the adaptation process: the user criticizes these steps and pieces
of knowledge are acquired in a conversational manner, so that (1) the same failure does not occur again, and
(2) the whole knowledge base of the CBR system improves. The context of this research was the thesis of
Amélie Cordier [82].

6.4. KDDK in Life Sciences

6.4.1.

6.4.2.

Keywords: bioinformatics, biology, chemistry, gene, knowledge discovery in life sciences.

Participants: Yasmine Assess, Sid-Ahmed Benabderrahmane, Naziha Benamrouche, Matthieu Chavent,
Adrien Coulet, Marie-Dominique Devignes, Léo Gemthio, Mehdi Kaytoue, Vincent Leroux, Bernard Maigret,
Nizar Messai, Amedeo Napoli, Malika Smail-Tabbone.

One of the major challenges in the post genomic era consists in analyzing terabytes of biological data stored
in hundreds of heterogeneous databases (DBs). The extraction of knowledge units from these huge volumes of
data would ultimately give sense to the present data production effort with respect to domains such as disease
understanding, drug discovery, and pharmacogenomics or systems biology. Research reported here addresses
these important issues and shows the spreading of KDDK over such domains.

Model-driven Data Integration for Gene Retrieval (MODIM)

Our experience shows that the first step (data preparation) of the KDDK process is particularly complex
and time consuming when dealing with biological data. We propose to rationalize this step by adopting
a relevant methodology of MOdel-driven Data Integration for Mining (MODIM) [83]. This methodology
can be summarized in three steps: (i) building a data model taking into account mining requirements and
existing resources; (ii) specifying a workflow for collecting data, leading to the specification of wrappers for
populating a target database; (iii) defining views on the data model for identified mining scenarios. MODIM
was inspired by the previous work on an Approach for Candidate Gene Retrieval (ACGR)?. It has been
applied for the IP3L project (see below). In both cases the data model lead to a relational database integrating
relevant data. Alternatively, the same principles guided the construction of an integrated knowledge base for
pharmacogenomics (see below).

Construction and use of a pharmacogenomic knowledge base for data integration and
knowledge discovery

This work concentrates on ontology-guided data preparation for mining in the pharmacogenomics domain.
The goal of pharmacogenomics is to discover knowledge about interactions between clinical, genetic and
therapeutic data items. We studied the use of an ontology and a knowledge base for guiding the different steps
of the KDDK process in the domain of pharmacogenomics [2]. Data related to this domain are heterogeneous,
complex, and distributed over several data sources. Consequently, the preliminary step consisting in the
preparation and the integration of data is crucial. For guiding this step, an original approach is proposed,
based on a knowledge representation of the domain within two ontologies represented in description logics:
namely SNP-Ontology and SO-Pharm.

9A paper has been recently accepted in the “Bioinformatics” journal.
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SO-Pharm and SNP-Ontology are available in the OBO Foundry!?. This approach has been implemented using
semantic web technologies and has been used for populating a pharmacogenomic knowledge base. The “data ™
to analyze are no more rough data but are objects represented within a knowledge base, making this approach
very original. In addition, this approach is also beneficial for guiding operations in the knowledge discovery
process. Firstly, we studied this benefit for feature selection by illustrating how the knowledge base can be
used for this purpose [14]. Secondly, we described a new method named Role Assertion Analysis (or RAA)
that enables knowledge discovery directly from a knowledge base [37], instead of a database. This method
uses data mining algorithms over assertions (expressions represented within a description logics and involving
individuals) of the pharmacogenomic knowledge base. This process has provided substantial results in the
discovery of new and relevant knowledge.

Knowledge-oriented Filters for Improving High-throughput Virtual Screening

Virtual screening (VS) techniques are nowadays widely recognized as interesting techniques as part of early
drug discovery strategies, since when successful they provide an excellent cost-to-efficiency ratio. In a high-
throughput screening context (millions of candidates), VS techniques are still under-exploited. In particular,
the popular molecular docking programs are either too slow or considered as not reliable enough compared
to more expensive experimental protocols. One way to overcome such limitations involves coupling multiple
techniques in a funnel-like filtering process. Several filtering strategies can be set up in this context such as
previously reported VSM-G software [6], [5], [1], [9], [10], [11], [12], [15], [16], [23], [24]. VSM-G uses
as large-scale first filtering step a crude geometrical docking algorithm based on spherical harmonics. We
have studied a knowledge-oriented approach that could complement this algorithm in reducing the number
of false positives. The rationale of this approach is that extracting patterns from data relative to known active
compounds can be used to filter out inactive compounds from chemical libraries. This approach was tested
on the Liver X receptor (LXR), which is a target of interest. We therefore set up a KDDK approach on a
dataset relative to LXR known active/inactive ligands. The first step consisted in integrating heterogeneous data
pertaining from either public data sources or specific software following MODIM methodology. This resulted
in the P3LI database (Protein-Protein and Protein-Ligand Interactions) which was designed ton encompass
various mining tasks on proteins, ligands, and known protein-ligand and protein-protein interactions. A first
mining scenario was performed for extracting association rules characterizing physical-chemical properties of
active LXR ligands. The best retrieved rules are currently being evaluated as a filtering step [54].

Classifying Biological Databases with multi-valued FCA

Classification of biological DBs is crucial for facilitating their discovery and exploitation. The BioRegistry
project aims at organizing metadata about biological DBs in order to prepare classification and retrieval tasks.
Automatic procedures were designed and implemented to build a metadata repository starting from a curated
web catalog [38]. Whenever possible, metadata are valued using existing domain ontologies (such as the MeSH
thesaurus).

Formal Concept Analysis (FCA) was set up for organizing the BioRegistry DBs according to shared metadata.
A formal context representing the relation between DBs and their metadata is exported from the repository,
and the corresponding concept lattice is built [27]. In the basic setting of FCA, a formal context has the form of
a binary table with rows corresponding to objects and columns corresponding to attributes. Since all metadata
types do not have the same importance, we defined a first extension of FCA by introducing dependencies on
attributes leading to the definition of attribute hierarchies which are considered for concept construction [45].
Complexity of DB metadata lead us to propose a second extension of FCA for handling many-valued contexts.
The so-called SimBA for “Similarity-Based Complex Data Analysis System” algorithm builds a many-valued
concept lattice using similarity between attribute values. The basic idea is that two objects share an attribute
if the values taken by this attribute for these objects are similar, i.e. if the similarity is higher than a given
threshold [46]. The present results are very promising and now we are trying to extend and generalize the
approach, trying to set on a general extension of FCA in the same way as RCA does.

1Ohttp://WWW.obofoundry.org/cgi—bin/detailAcgi‘?id:pharmacogenomics
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6.4.5. Knowledge Discovery from Transcriptomic Data

Transcriptomic data are produced by high-throughput devices and provide a quantitative measurement of
the distribution of gene transcripts in a biological sample. Analyzing such data for a given set of samples,
representing defined biological situations (cells grown under various conditions, various tissues, various
stages of development of a given organ, disease stages, etc.), leads to define expression profiles. KDDK
methodology can be advantageously applied for interpreting such profiles in terms of gene functions and
regulatory pathways. In collaboration with Olivier Poch at IGBMC (Strasbourg) we have obtained in 2007
an INCa (Institut National du Cancer) funding for a PhD thesis. The work concerns the interpretation of
transcriptomic data from colo-rectal cancer samples. Statistical pre-processing of the data has been performed
in the Strasbourg laboratory. The first exploration of the provided datasets (220 genes, 3 situations) consisted
in two steps. Firstly, we proposed a fuzzy modeling of differential gene expression between two situations.
A consequence of this modeling is for example that given two situations and a threshold, some genes
may simultaneously belong to over-expressed and equally expressed groups of genes. Fuzzy computation
of differential expressions lead us to identify nine different expression profiles in our dataset. One tenth
of the studied genes belongs to more than one profile. In a second step, we applied FCA as a preliminary
attempt to interpret the expression profiles. A formal context was built in which each gene is described by its
expression profile(s) and by functional annotations retrieved from public databases where genes are annotated
using a controlled vocabulary called Gene Ontology (GO). Several concepts were thus constructed, revealing
which functional features are shared by genes sharing the same expression profile. More experiments are
now required to further investigate the biological meaning of each expression profile. The success and limits
of major related approaches have to be summarized through a careful analysis of the abundant literature of
the domain [87], [75]. Because the problem is clearly multi-dimensional, we intend to consider relational data
mining techniques [67]. An ongoing work applies relational concept analysis (RCA) methods [55] to complete
the results of FCA study by taking account known interactions between genes. We plan to validate the mining
results by using another relational data mining method.

6.4.6. Analyzing Groups of Co-Expressed with FCA

This research work involves biologist from INRA (Champenoux) working on the associations between
mushrooms and trees. In this research work, we study gene expression data (GED) [56], [41]. Microarray
biotechnology is able to quantitatively measure the expression of a gene in a given biological environment
or situation, which is relative to its activity. In this way, a so-called gene expression profile (GEP) can be
considered as a numerical m-dimensional vector, describing the behavior of the gene. Then, gene expression
data (GED) is a collection of n gene expression profiles that may be represented as an n X m numerical
table, where each line is the profile of a gene. FCA is the method chosen for analyzing and interpreting the
data, knowing that a widely admitted hypothesis states that genes having a similar expression profile may
participate in a same biological function or process. In this way, formal concepts in the resulting concept
lattice are representing sets of genes that present similar quantitative variations of expression in certain
biological situations or environments. FCA is used both for its capabilities in data-mining, data organization,
and knowledge representation. The data mining operations are articulated around three steps: numerical data
is turned into binary data, then formal concepts are extracted and filtered thanks to the introduction of domain
knowledge. This method has been successfully applied to a real dataset related to a fungus, named “Laccaria
Bicolor”, for studying interaction between fungus and poplars (a very important tree in the industry of wood).

6.5. KDDK and Spatial Reasoning
Keywords: lattice-based classification of relations, spatial and temporal reasoning.

Participants: Zainab Assaghir, Florence Le Ber, Jean-Francois Mari, Amedeo Napoli.
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In this framework, we work on the design of reasoning models on the representation of spatial structures in
knowledge-based systems, e.g. hierarchical classification and CBR. This research work is applied to answer
agronomic questions on the recognition and the analysis of farmland spatial structures. There are also on-
going studies on the design of concept lattices for mining and understanding complex hydrobiological data
[7]. These studies are of general interest as they try to push forward the computational capabilities of standard
FCA algorithms by considering complex data with multiple nested modalities.

CBR on Spatial Organization Graphs

This work has been initiated in the framework of a thesis (2000—2005) done in collaboration with INRA SAD.
The objective was to develop a knowledge-based system, called Rosa, for comparing and analyzing farm
spatial structures. Reasoning in Rosa follows the principles of case-based reasoning (CBR) and relies on the
agronomic assumption that there exists a strong relation between spatial and functional organizations of farms,
i.e. similar spatial organizations correspond to similar functional organizations. According to this assumption,
and given a set of previously studied farm cases, the Rosa system tries to help agronomists to analyze new
problems holding on land use and land management in farms. Moreover, analysis of knowledge acquisition
and modeling processes is continuing with the collaboration of researchers in socio-psychology and linguistics
(Codisant, LabPsyLor, Université Nancy 2 and ICAR UMR 5191 CNRS, Lyon) [19], [18], [22], [8], [57].

Modeling Design Episodes

This work has been undertaken within the COPT ANR-ADD project (Conception d’Observatoires de Pratiques
Territorialisées) in collaboration with CEVH, ENGEES-Université Louis Pasteur in Strasbourg, and Codisant,
LabPsyLor, Université Nancy 2. The focus is on the experience of researchers in charge of building “observa-
toires”, i.e. information systems for the monitoring and the management of rural territories. The goal here is
to build a system taking into account past experiences for helping these researchers. We rely on previous work
on experience-based reasoning [107], story-telling [69] and computer-aided design [79].

Actually, several persons in charge of “observatoires” have been interviewed and the resulting audio corpus has
been mined in order to extract “design episodes”, that are formalized parts of the design process. A database
and a web interface have been developed to allow the consultation of these design episodes.

The definition of indicators in agronomy

To help farmers to improve their agricultural practices, researchers from French National Institute for
Agronomic Research (INRA) in Colmar have proposed a set of agro-ecological indicators. Actually, an
indicator estimates the impact of cultivation practices on the agrosystem and its environment [92]. The
modeling and the assessment of environmental risk generally require a large number of parameters whose
measure is imprecise. In this research work, we focus on various types of imprecision to be combined for
defining the error associated with the measure given by indicator. The imprecision is introduced either by the
estimations of the coefficients of the indicator or by measurement errors. In order to control this imprecision,
the input variables of an indicator can be represented by fuzzy sets or possibilities distributions [84]. Then,
based on this choice, the propagation of imprecision in the polymorphic calculus process of an indicator can
be computed and controlled [52], [61].

6.6. Mining with HMMs: Results and Applications

Keywords: agronomy, numerical data mining with hidden Markov models.

Participants: Florence Le Ber, Jean-Francgois Mari.

Several applications have been carried out during this year. In the project called “BiodivAgrim” holding on
the domain of “Biodiversité”, we are associated with the UR 55 of INRA SAD (Mirecourt). This ANR project
has been launched in November 2007 and is the successor of the ACI ECOGER project (for “Ecologie pour
la Gestion des Ecosystemes et de leurs Ressources”) which has been extended for one extra year from 2008 to
2009.
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The ADD COPT project, for “Agriculture et Développement Durable”, is running in its last year. Our work
in the Piren Seine project took part in this project. It consisted in building a spatial partition of the Seine
watershed (roughly 200 000 K'm?) based on the land cover successions. This partition is currently compared
to those coming from other more conventional data analysis methods and to administrative regions. All this
research work has taken advantage of the CarottAge system, a generic data-mining system for spatio-temporal
data, based on HMM2 (see §5.2.1).

Two Applications in Bioinformatics

In the framework of the so-called “Contrat de Plan Etat-Région”, we are carrying out a long term data mining
project with the laboratory of genetics and microbiology of the “Université Henri Poincaré Nancy 1” in two
different areas: the detection of promoters (regulation motifs) and understanding of horizontal transfer.

We are currently studying a new data mining method based on stochastic analysis and combinatorial methods
for discovering new transcriptional factors in bacterial genome sequences. Sigma factor binding sites (SFBS)
are described as patterns of boxl-spacer—box2 corresponding to the -35 and -10 DNA motifs of bacterial
promoters. We are using a high-order Hidden Markov Model in which the hidden process is a second-order
Markov chain. Applied to the genome of the model bacterium Streptomyces coelicolor A3(2), the a posteriori
state probabilities revealed local maxima or peaks whose distribution was enriched in the intergenic sequences
(“iPeaks” for intergenic peaks). Short DNA sequences underlying the iPeaks (called “iPeak-motifs”) were
extracted and clustered by a hierarchical classification algorithm based on the SmithWaterman local similarity.
Some selected motif consensuses were used as box1 (-35 motif) in the search of a potential neighboring box2 (-
10 motif) using a word enumeration algorithm. This new SFBS mining methodology applied on Streptomyces
coelicolor was successfully used to retrieve already known SFBS and to suggest new potential transcriptional
factor binding sites (TFBS). The well defined SigR regulon (oxidative stress response) was also used as a test
quorum to compare first and second-order HMM. Our current approach also allows the preliminary detection
of known SFBSs in Bacillus subtilis.

In the framework of the horizontal transfer understanding, we have validated the effectiveness of the HMM?2
in the detection of exogenic areas and variable components within a genome of Streptococcus Thermophilus.
The analysis of the genome of CNRZ1066 with Markov models of various orders has continued with the
modification of the extraction parameters to optimize the extraction of the atypical areas. Finally, they are 146
atypical areas extracted, which account for 17.7% of the genome. The interpretation of part of these atypical
areas was carried out by a comparative study with the genome LMD-9 recently published and by carrying out
a comparison with 47 sequences of Streptococcus Thermophilus provided by a Danish company CHR. Hansen
interested by this work.

7. Other Grants and Activities

7.1. International projects and collaborations

7.1.1.

The AmSud Project: Semantic-based support for Collaborative Design Activity
Participants: Mehdi Kaytoue-Uberall, Amedeo Napoli, Yannick Toussaint.

The main goal of this cooperation project is define methodological and software support for integrating
semantic features in a computer-supported design activity (models, methods and tools). The project intends
to demonstrate that semantic web technologies are a suitable and efficient option for improving computer-
assisted design process. For achieving this objective, semantic requirement for design situation have to be
identified. Then, methodological support and software solution for management have to be developed.
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The project has to support collaborative design activities guided by domain knowledge. Such an infrastructure
has to use domain ontologies to help designers in assembling design components, in searching adequate
components, detecting conflicts, searching related documents, finding people with the adequate skills, etc.
The design work can be done by several people distributed over time, space, and organizations. Accordingly,
the main research lines are knowledge representation and management for design activities and processes, and
support to collaborative design activities. Moreover, a special attention will also be given to semantic wikis,
in two way, semantic activities for wiki design and wiki management for semantic activities. In other word,
one way is how to use ontologies to improve semantic wikis, and the other is how to use wikis for improving
ontology design. The project is ending its first year and papers are on the way.

This project involves researchers form LORIA (Orpailleur and ECOO teams), LIFIA at Universita de La Plata
(Argentina), Laboratério Intermidia at Universidade de Sdo Paulo (Brazil), and Departamento de Informética
at Universidad Técnica Federico Santa Maria (Chile).

7.1.2. Other international collaborations
Participants: Yasmina Assess, Naziha Benamrouche, Matthieu Chavent, Marie-Dominique Devignes, Mehdi
Kaytoue-Uberall, Bernard Maigret, Amedeo Napoli, Mohamed Rouane-Hacene, Malika Smail-Tabbone,
Yannick Toussaint.

We would like to mention to other close research international collaborations: (i) the first with Petko Valtchev
at Université du Québec a Montréal (UQAM), and (ii) the second with Sergei Kusnetsov at Higher School of
Economics in Moscow (HSE). The two collaborations are based on visits in the different laboratories and in
the writing of common papers.

For the first collaboration, some research papers can already be mentioned [55], [49], [51], [50]. This research
holds on the design of algorithms for itemset search and association rule extraction, and the design of concept
lattices and relational concept lattices.

For the second collaboration, papers are submitted and the research topic is on the extension of FCA for taking
into account complex structures. For that, we intend to extend and adapt previous work [90] and apply this
extension to the analysis of complex biological data [56], [41].

Both collaborations are fruitful and we are trying to find an adequate context for funding in a better way the
travels and the stays of the researchers.

Another important collaboration for the team is currently established with Dave Ritchie, Lecturer at Aberdeen
University and creator of the docking program HEX, based on spherical harmonics and widely used. This
collaboration was initiated in 2008 thanks to an INRIA visiting professor fellowship. Dave Ritchie visited the
Orpailleur team from April 22nd until May 31st, 2008. There are at present already two outcomes resulting
from this collaboration. Firstly, Dave Ritchie, Matthieu Chavent, and Bernard Maigret, obtained a very good
rank at the CAPRI international challenge for prediction of 3D structure of a biomolecular complex. Secondly,
the application involving Dave Ritchie for an “ANR Chaire d’Excellence” is successful. Thus, Dave Ritchie
will join the Orpailleur team at the beginning of 2009 for two years, in order to develop innovative approaches
for structural systems biology.

Finally, there is also an on-going exchange program related to an international collaboration with Algeria in
the context of the so-called Tassili program (2006-2009).

7.2. National initiatives
7.2.1. ANR Nutrivigene

Participants: Florent Marcuola, Nada Mimouni, Amedeo Napoli, Mathias Vantieghem.
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Nutrigenomics is an emerging topic whose interest is considerable for elaborating dietary recommendations
and new food products. Homocysteine is an intermediate product of the one carbon metabolism that is closely
correlated with age and associated with vascular, cognitive and neurological dysfunctions. It is also an end-
product of trans-methylations of DNA and histones, reactions involved in epigenetic mechanisms of gene
expression that depend in part on the status in folate and vitamin B12. The objective of the Nutrivigéne project
is to address the following question. At the cellular level, does the intermediate (50-100 micromol/L) and/or
the moderate (15-50 micromol/L) hyperhomocysteinemia produce epigenetic changes of the expression of
genes potentially related with the vascular, cognitive and neurological dysfunctions of the elderly? This study
includes a mechanistic approach on a rat model deficient in dietary methyl precursors and an association study
on the elderly volunteers of the cohort OASI.

The OASI cohort study has been designed to evaluate the association of gene-gene and gene-environment
interactions with the risk for cardiovascular and neurological disorders in a rural region of Sicily. It will follow
annually 3000 volunteers (door to door recruitment) from a rural mountain area (5 villages) of the north Sicily
during 5 years. The originality of this study consists in identifying the nutrigenomic mechanisms related to
homocysteine and its nutritional and genetic determinants that may alter the epigenetic of the expression of
genes involved in the vascular, cognitive and neurological functional deterioration of aging. The evaluation of
the association between the methylation of gene candidates (MS-PCR) and the vascular and cognitive function
will be carried out by KDDK methods. At present, studies and investigations are still on the way, and papers
are in preparation for describing the first analysis that have been carried on.

The Nutrivigene project involves the following partners: INSERM U724 (Nancy Hospital) in association
with IRCCS of Troina (Italy), INRA Alimentation Humaine (Clermont-Ferrand Theix), UMR CNRS 2738
(Marseille), ERI 11-INSERM Nancy, LSGA (INPL Nancy), LORIA (Orpailleur Team), and finally Nestlé-
Waters (Vittel).

7.2.2. ANR Vigitermes: Mining for signal in Pharmacovigilance

Participants: Mohamed Rouane-Hacene, Yannick Toussaint.

Pharmacovigilance covers research activities related to detection, analysis, and prevention of unexpected
adverse drug reactions (ADR). In France, health-care professionals have the obligation to declare serious
or unexpected ADRs. Spontaneous reports can be collected in two different ways:

e The pharmacovigilance units of pharmaceutical laboratories receive spontaneous reports on ADRs
that concern the drugs they commercialize.

e The regional pharmacovigilance centers collect spontaneous reports on ADRs for all drugs com-
mercialized in France. These reports are registered in the pharmacovigilance national database. AF-
SSaPS, the so-called “Agence Francgaise de sécurité sanitaire des produits de santé”, maintains the
database. Serious ADR cases are transmitted to the pharmaceutical laboratories that commercialize

the associated drugs.

At the international level, the WHO (World Health Organization) Program, which was established in 1968,
consists of a network of National Centers, WHO Headquarters, Geneva, and the WHO Collaborating Center
for International Drug Monitoring, the Uppsala Monitoring Center (UMC, Uppsala, Sweden). Individual
case reports of suspected adverse drug reactions are collected and stored in a common database, presently
containing over 3.7 million case reports, in several languages.

The general objective of the Vigitermes project consists in facilitating the work of the Pharmacovigilance staff
—pharmaceutical industry and regulatory agencies— in its interaction with available resources, e.g. Pharma-
covigilance database, summary of product characteristics, medical literature. The long term objective is to
improve the process of signal detection in pharmacovigilance. Knowledge management in pharmacovigilance
is based on formal representation of drugs and ADRs within medical terminologies.
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Vigitermes involves 10 partners: DSPIM (Department of Public Health and Medical Informatics of Saint-
Etienne), SPIM (INSERM U872, équipe 20), Modélisation Conceptuelle des Connaissances Biomédicales
(EA 3888), LIM&BIO (Laboratoire d’Informatique Médicale & Bio-Informatique, EA3969), CRPV of the
European Georges Pompidou Hospital (HEGP), TEMIS, Mondeca, INRIA-Orpailleur, and Inalco. The World
Health Organisation Uppsala Monitoring Centre for Drug Safety (WHO-UMC) is an associated partner.

7.2.3. Research Projects in Computational Chemistry

Participants: Yasmina Assess, Naziha Benamrouche, Matthieu Chavent, Marie-Dominique Devignes, Léo
Ghemtio, Vincent Leroux, Bernard Maigret, Malika Smail-Tabbone.

7.2.3.1. FAK family tyrosine kinases: structural basis of regulation and localization (ANR Blanc 2005-2008).

“Focal adhesion kinase” (FAK) forms an original group of non-receptor tyrosine kinases, which play an
essential role in cell adherence, survival, and mobility, as well as in the development and function of various
tissues including the nervous and immune systems. Kinases are involved in pathological conditions ranging
from cancer invasion and metastasis to brain ischemia. The general goal of this project is to decipher
the structural basis of the activation and cellular localization of FAK, and to design specific inhibitors
of this enzyme. This project is ambitious and innovative, and needs a multidisciplinary approach. This is
why experts in molecular, cellular, and structural biology, and as well, experts in molecular modeling and
pharmacochemists are associated in this project. The combination of these complementary expertise is in
favor of making significant progress in a research field, important for both fundamental science and therapeutic
applications.

7.2.3.2. Apelin: a potential therapeutic target for the treatment of heart failure: from the design of non peptidic
agonists to clinical investigations (ANR cardiovasculaire 2005-2008) .

Our efforts to clone an angiotensin III receptor led to the cloning of a gene encoding a rat seven transmembrane
domain receptor exhibiting 95% sequence identity with that of the human orphan APJ receptor. This orphan
has now been de-orphanized and corresponds to apelin receptor. The goal of this project is to investigate the
structure-function relationships of apelin and its receptor, using structural (3D modeling) and pharmacological
(hit discovery and optimization) approaches. In addition, a series of experiments has to be carried out for
evaluating these molecules in vitro, for determining the effect of apelin on diuresis, and finally for determining
whether apelin is involved in the control of water balance in humans.

7.2.3.3. Synthetic and molecular modeling chemistry falls with biology for treatment of Met-triggered tumour growth
and metastasis (projet non thématique INCa 2005-2008).

This research project is at the cutting edge of cancer research as it aims at developing drugs based on novel
chemical scaffold with therapeutic potential for Met-triggered cancer and metastatic processes. The driving
force of our research is the multidisciplinary approaches we have undertaken to tackle a social problem
like cancer, by integrating chemical synthesis, molecular modeling, structural and crystallography studies,
optimization and functional validation in vitro and in vivo. Deregulated receptor tyrosine kinases (RTK)
signals underlie unrestrained growth, metastatic behavior, and tumor angiogenesis. Specific RTK-based drugs
are currently evaluated in clinical trials for tumor treatment. The proto-oncogene RTK Met plays a major role
during malignant transformation of neoplastic cells. The objective of this project is to carry on the following
tasks: (1) characterization and optimization of novel Met chemical inhibitors and their validation in animal
models as suitable preclinical test for therapeutic strategies, (2) identification of chemical compounds able
to block molecular pathways underlying metastatic processes. This research makes use of drug design based
on synthetic and molecular modeling chemistry, tissue cultures studies, and genetically modified animals.
The combination of these approaches should lead to methods for diagnosis, prevention, and treatment of this
cancer.
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7.2.4. Projets Exploratoires Pluridisciplinaires CNRS (PEPS)

A PEPS project was funded by the CNRS on the topic: “differential exploitation of transcriptomic data:
semantic integration and mining”. This multidisciplinary project involves the IGBMC laboratory in Strasbourg
and more precisely the group of Olivier Poch. This collaboration lead us to define a subject of PHD thesis and
to obtain a grant from the INCa institute (Institut National du Cancer) via the Canceropole Grand-Est. This
PhD thesis is co-directed by members ofv the Orpailleur team, M.-D. Devignes and M. Smail-Tabbone, and
by Olivier Poch.

Another PEPS project holds on the mining of chemical reaction databases in chemistry. This work is done in
collaboration with chemists in Montpellier and is aimed at setting on a methodology and a process of graph-
mining for extracting synthesis methods from chemical reaction databases in chemistry. Synthesis methods
can be seen as strategic tools for guiding a chemical synthesis. A paper is in preparation for summarizing the
research work that has been carried out for the last two years.

7.2.5. Collaborations around the Taaable Project

The Taaable system (see also §5.5) was designed in collaboration with the SILEX team (LIRIS Lyon) and
the RCLN team (LIPN Paris 13), for participating in the first “Computer Cooking Contest” (CCC)!!, which
was organized during the European Conference on Case-Based Reasoning (ECCBR) in September 2008 in
Trier (Germany). The participants to this challenge were invited to propose a knowledge-based system, e.g. a
case-based reasoning system, for solving a set of cooking problems in using a given set of textual recipes. The
Taaable system won the second price. The Taaable staff has decide to extend the present system, to design a
second version, and to participate in the next challenge CCC to be held at the forthcoming 2009 ICCBR.

7.2.6. Projects and Collaborations in Spatio-Temporal Reasoning

e Programme fédérateur “Agriculture et Développement Durable”: Conception d’Observatoires de
Pratiques Territorialisées de la Durabilité de I’ Agriculture (COPTDA) (in charge of Jean-Frangois
Mari).

e Collaborations: ENGEES Strasbourg, INRA in Nancy-Mirecourt, Paris-Grignon, Dijon, and
Toulouse, Laboratoire ESE UPRESA 8079 CNRS/Paris-Sud, Equipe Codisant, LPI GRC,
Université de Nancy 2, GRIC UMR 5612 CNRS Lyon, and ENGREF Clermont-Ferrand.

7.3. Local initiatives

The link between the Regional Administration and LORIA is materialized within the so-called “Contrat Plan
Etat Région” (CPER). This contract is named ‘“Modélisations, informations et systemes numériques” (MISN)
and runs from 2007 until 2013. In the global research contract, there are two research projects in which the
Orpailleur team is involved.

e “Modeling the Bio-molecules and their Interactions” (MBI).

This project is coordinated by M.-D. Devignes (http://bioinfo.loria.fr). The general goal of this
research project is to study how domain knowledge can be taken into account for improving
modeling of biomolecules and their interactions, and how, in turn, this helps the modeling of
biological systems. Six projects involving collaborations with biology or chemistry laboratories are
currently under development.

o “Traitement Automatique des Langues et des Connaissances” (TALC).

A research operation is currently under development on knowledge management and decision
support in the large within the Kasimir system.

11 http://www.wi2.uni-trier.de/eccbrO8/index.php?task=ccc
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8. Dissemination

8.1. Scientific Animation

The members of the Orpailleur team are involved, as members or as head persons, in a number of
national research groups.

The members of the Orpailleur team are involved in the organization of conferences, as members of
conference program committees, as members of editorial boards, and finally in the organization of
journal special issues.

8.2. Teaching

The members of the Orpailleur team are involved in teaching at all levels of teaching in the
universities of Nancy (especially “Université Henri Poincaré Nancy-1" and “Université de Nancy
27; actually, it must be noticed that most of the members of the Orpailleur team are employed on
university positions).

The members of the Orpailleur team are also involved in student supervision, again at all university
levels, from under-graduate until post-graduate students.

Finally, the members of the Orpailleur team are involved in HDR and thesis defenses, being thesis
referees or thesis committee members.
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