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2. Overall Objectives

2.1. Overall Objectives
We work on the problem of the safe design of real-time control systems. This area is related to (discrete)
control theory as well as computer science. Application domains are typically safety-critical systems, as in
transportation (avionics, railways, automotive), production, medical, or energy production systems. These
application domains require both formal methods and models for the construction of correct systems.
Such design methods must be implemented in computer assisted design tools, targeted at specialists of the
applications. We contribute to this research domain by offering solutions all along the design flow, from the
specification to the implementation: we develop techniques for the specification, the programmation and the
automated generation of safe real-time executives for control systems, as well as static analysis techniques to
check additional properties on the generated systems. Our research themes concern:

• implementations of synchronous reactive programs, generated automatically by compilation, partic-
ularly from the point of view of automatic distribution and fault tolerance;
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• high-level design and programming methods, with support for automated code generation, including:
the automated generation of correct controllers using discrete control synthesis; compositionality
for the verification and construction of correct systems; component-based and contract-based design
methods; and aspect-oriented programming;

• static analysis and abstract interpretation techniques, which are applied both to low-level syn-
chronous models/programs and to more general imperative or concurrent programs; this includes
the verification of general safety properties and the absence of runtime errors.

Our applications are in embedded systems, typically in the robotics, automotive, and telecommunications
domains with a special emphasis on dependability issues (e.g., fault tolerance, availability). International and
industrial relations feature:

• an IST European FP7 network of excellence: ARTISTDESIGN 1, on embedded real-time systems;
• an FP7 European STREP project: COMBEST 2 on component-based design;
• an ARTEMISIA European project: CESAR 3 on cost-efficient methods and processes for safety

relevant embedded systems;
• three ANR French projects: ASOPT (on static analysis), CTRL-GREEN (on control of autonomic

systems) and VEDECY (on cyber-physical systems);
• an INRIA large scale action: SYNCHRONICS 4 on a language platform for embedded system design;
• an INRIA associated team with the University of Auckland (New Zealand): AFMES 5 on advanced

formal methods for embedded systems.

3. Scientific Foundations

3.1. Embedded systems and their safe design
3.1.1. Safe Design of Embedded Real-time Control Systems

The context of our work is the area of embedded real-time control systems, at the intersection between control
theory and computer science. Our contribution consists of methods and tools for their safe design. The systems
we consider are intrinsically safety-critical because of the interaction between the embedded, computerized
controller, and a physical process having its own dynamics. Such systems are known under various names,
notably cyberphysical systems and embedded control systems. What is important is to design and to analyze
the safe behavior of the whole system, which introduces an inherent complexity. This is even more crucial in
the case of systems whose malfunction can have catastrophic consequences, for example in transport systems
(avionics, railways, automotive), production, medical, or energy production systems (nuclear).

Therefore, there is a need for methods and tools for the design of safe systems. The definition of adequate
mathematical models of the behavior of the systems allows the definition of formal calculi. They in turn form
a basis for the construction of algorithms for the analysis, but also for the transformation of specifications
towards an implementation. They can then be implemented in software environments made available to
the users. A necessary complement is the setting-up of software engineering, programming, modeling, and
validation methodologies. The motivation of these problems is at the origin of significant research activity,
internationally and, in particular, in the European IST network of excellence ARTISTDESIGN (Advanced
Real-Time Systems).

3.1.2. Models, Methods and Techniques
The state of the art upon which we base our contributions is twofold.

1http://www.artist-embedded.org
2http://www.combest.eu/home
3http://www.cesarproject.eu
4http://www.inria.fr/en/research/research-fields/large-scale-initiatives
5http://pop-art.inrialpes.fr/~girault/Projets/Afmes

http://www.artist-embedded.org
http://www.combest.eu/home
http://www.cesarproject.eu
http://www.inria.fr/en/research/research-fields/large-scale-initiatives
http://pop-art.inrialpes.fr/~girault/Projets/Afmes
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From the point of view of discrete control, there is a set of theoretical results and tools, in particular in the
synchronous approach, often founded on finite or infinite labeled transition systems [31], [39]. During the past
years, methodologies for the formal verification [70], [41], control synthesis [72] and compilation, as well as
extensions to timed and hybrid systems [69], [32] have been developed. Asynchronous models consider the
interleaving of events or messages, and are often applied in the field of telecommunications, in particular for
the study of protocols.

From the point of view of verification, we use the methods and tools of symbolic model-checking and
of abstract interpretation. From symbolic model-checking, we use BDD techniques [37] for manipulating
Boolean functions and sets, and their MTBDD extension for more general functions. Abstract interpretation
[43] is used to formalize complex static analysis, in particular when one wants to analyze the possible values
of variables and pointers of a program. Abstract interpretation is a theory of approximate solving of fix-point
equations applied to program analysis. Most program analysis problems, among which reachability analysis,
come down to solving a fix-point equation on the state space of the program. The exact computation of such
an equation is generally not possible for undecidability (or complexity) reasons. The fundamental principles
of abstract interpretation are: (i) to substitute to the state-space of the program a simpler domain and to
transpose the equation accordingly (static approximation); and (ii) to use extrapolation (widening) to force the
convergence of the iterative computation of the fix-point in a finite number of steps (dynamic approximation).
Examples of static analyses based on abstract interpretation are linear relation analysis [44] and shape analysis
[40].

The synchronous approach 6 [60], [61] to reactive systems design gave birth to complete programming
environments, with languages like ARGOS, LUSTRE 7, ESTEREL 8, SIGNAL/ POLYCHRONY 9, LUCID
SYNCHRONE 10, SYNDEX 11, or Mode Automata. This approach is characterized by the fact that it considers
periodically sampled systems whose global steps can, by synchronous composition, encompass a set of events
(known as simultaneous) on the resulting transition. Generally speaking, formal methods are often used for
analysis and verification; they are much less often integrated into the compilation or generation of executives
(in the sense of executables of tasks combined with the host real-time operating system). They are notoriously
difficult to use by end-users, who are usually experts in the application domain, not in formal techniques.
This is why encapsulating formal techniques into an automated framework can dramatically improve their
diffusion, acceptance, and hence impact. Our work is precisely oriented towards this direction.

3.2. Issues in Design Automation for Complex Systems
3.2.1. Hard Problems

The design of safe real-time control systems is difficult due to various issues, among them their complexity in
terms of the number of interacting components, their parallelism, the difference of the considered time scales
(continuous or discrete), and the distance between the various theoretical concepts and results that allow the
study of different aspects of their behaviors, and the design of controllers.

A currently very active research direction focuses on the models and techniques that allow the automatic use
of formal methods. In the field of verification, this concerns in particular the technique of model checking.
The verification takes place after the design phase, and requires, in case of problematic diagnostics, expensive
backtracks on the specification. We want to provide a more constructive use of formal models, employing
them to derive correct executives by formal computation and synthesis, integrated in a compilation process.
We therefore use models throughout the design flow from specification to implementation, in particular by
automatic generation of embeddable executives.

6http://www.synalp.org
7http://www-verimag.imag.fr/SYNCHRONE
8http://www.inria.fr/equipes/aoste
9http://www.irisa.fr/espresso/Polychrony
10http://www.di.ens.fr/~pouzet/lucid-synchrone/
11http://www-rocq.inria.fr/syndex

http://www.synalp.org
http://www-verimag.imag.fr/SYNCHRONE
http://www.inria.fr/equipes/aoste
http://www.irisa.fr/espresso/Polychrony
http://www.di.ens.fr/~pouzet/lucid-synchrone/
http://www-rocq.inria.fr/syndex
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3.2.2. Applicative Needs
Applicative needs initially come from the fields of safety-critical systems (e.g., avionics, nuclear) and complex
systems (telecommunications), embedded in an environment with which they strongly interact (comprising
aspects of computer science and control theory). Fields with less criticality, or which support variable degrees
of quality of service, such as in the multi-media domain, can also take advantage of methodologies that
improve the quality and reliability of software, and reduce the costs of test and correction in the design.

Industrial acceptance, the dissemination, and the deployment of the formal techniques inevitably depend on
the usability of such techniques by specialists in the application domain — and not in formal techniques
themselves — and also on the integration in the whole design process, which concerns very different problems
and techniques. Application domains where the actors are ready to employ specialists in formal methods or
advanced control theory are still uncommon. Even then, design methods based on the systematic application
of these theoretical results are not ripe. In fields like industrial control, where the use of PLC (Programmable
Logic Controller [29]) is dominant, this question can be decisive.

Essential elements in this direction are the proposal of realistic formal models, validated by experiments, of
the usual entities in control theory, and functionalities (i.e., algorithms) that correspond indeed to services
useful for the designer. Take, for example, the compilation and optimization taking into account the platforms
of execution, the possible failures, or the interactions between the defined automatic control and its implemen-
tation. In these areas, there are functionalities that commercial tools do not have yet, and to which our results
contribute.

3.2.3. Our Approach
We are proposing effective trade-offs between, on the one hand, expressiveness and formal power, and on
the other hand, usability and automation. We focus on the area of specification and construction of correct
real-time executives for discrete and continuous control, while keeping an interest in tackling major open
problems, relating to the deployment of formal techniques in computer science, especially at the border with
control theory. Regarding the applications, we propose new automated functionalities, to be provided to the
users in integrated design and programming environments.

3.3. Main Research Directions
The overall consistency of our approach comes from the fact that the main research directions address, under
different aspects, the specification and generation of safe real-time control executives based on formal models.

We explore this field by linking, on the one hand, the techniques we use, with on the other hand, the
functionalities we want to offer. We are interested in questions related to:

Component-Based Design. We investigate two main directions: (i) compositional analysis and design
techniques; (ii) adapter synthesis and converter verification.

Programming for embedded systems. Programming for embedded real-time systems is considered within
POP ART along three axes: (i) synchronous programming languages, (ii) aspect-oriented program-
ming, (iii) static analysis (type systems, abstract interpretation, ...).

Dependable embedded systems. Here we address the following research axes: (i) static multiprocessor
scheduling for fault-tolerance, (ii) multi-criteria scheduling for reliability, (iii) automatic program
transformations, (iv) formal methods for fault-tolerant real-time systems.

The creation of easily usable models aims at giving the user the role rather of a pilot than of a mechanics i.e., to
offer her/him pre-defined functionalities which respond to concrete demands, for example in the generation of
fault tolerant or distributed executives, by the intermediary use of dedicated environments and languages.

The proposal of validated models with respect to their faithful representation of the application domain is
done through case studies in collaboration with our partners, where the typical multidisciplinarity of questions
across control theory and computer science is exploited.
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3.3.1. Component-Based Design
Component-based construction techniques are crucial to overcome the complexity of embedded systems
design. However, two major obstacles need to be addressed: the heterogeneous nature of the models, and
the lack of results to guarantee correction of the composed system.

The heterogeneity of embedded systems comes from the need to integrate components using different models
of computation, communication, and execution, at different levels of abstraction and different time scales.
The BIP component framework [5] has been designed, in cooperation with VERIMAG, to support this
heterogeneous nature of embedded systems.

Our work focuses on the underlying analysis and construction algorithms, in particular compositional tech-
niques and approaches ensuring correctness by construction (adapter synthesis, strategy mapping). This work
is motivated by the strong need for formal, heterogeneous component frameworks in embedded systems de-
sign.

3.3.2. Programming for Embedded Systems
Programming for embedded real-time systems is considered along three directions: (i) synchronous program-
ming languages to implement real-time systems; (ii) aspect-oriented programming to specify non-functional
properties separately from the base program; (iii) abstract interpretation to ensure safety properties of programs
at compile time. We advocate the need for well defined programming languages to design embedded real-time
systems with correct-by-construction guarantees, such as bounded time and bounded memory execution. Our
original contribution resides in programming languages inheriting features from both synchronous languages
and functional languages. We contribute to the compiler of the HEPTAGON language (whose main inventor is
Marc Pouzet, ENS Paris, PARKAS team), the key features of which are: data-flow formal synchronous seman-
tics, strong typing, modular compilation. In particular, we are working on type systems for the clock calculus
and the spatial modular distribution.

The goal of Aspect-Oriented Programming (AOP) is to isolate aspects (such as security, synchronization,
or error handling) that cross-cut the program basic functionality and whose implementation usually yields
tangled code. In AOP, such aspects are specified separately and integrated into the program by an automatic
transformation process called weaving. Although this paradigm has great practical potential, it still lacks
formalization, and undisciplined uses make reasoning on programs very difficult. Our work on AOP addresses
these issues by studying foundational issues of AOP (semantics, analysis, verification) and by considering
domain-specific aspects (availability or fault tolerance aspects) as formal properties.

Finally, the aim of the verification activity in POP ART is to check safety properties on programs, with
emphasis on the analysis of the values of data variables (numerical variables, memory heap), mainly in
the context of embedded and control-command systems that exibit concurrency features. The applications
are not only the proof of functional properties on programs, but also test selection and generation, program
transformation, controller synthesis, and fault-tolerance. Our approach is based on abstract interpretation,
which consists in inferring properties of the program by solving semantic equations on abstract domains.
Much effort is spent on implementing developed techniques in tools for experimentation and diffusion.

3.3.3. Dependable Embedded Systems
Embedded systems must often satisfy safety critical constraints. We address this issue by providing methods
and algorithms to design embedded real-time systems with guarantees on their fault-tolerance and/or reliability
level.

A first research direction concerns static multiprocessor scheduling of an application specification on a dis-
tributed target architecture. We increase the fault-tolerance level of the system by replicating the computations
and the communications, and we schedule the redundant computations according to the faults to be tolerated.
We also optimize the schedule w.r.t. several criteria, including the schedule length, the reliability, and the
power consumption.
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A second research direction concerns the fault-tolerance management, by reconfigurating the system (for
instance by migrating the tasks that were running on a processor upon the failure of this processor) following
objectives of fault-tolerance, consistent execution, functionality fulfillment, boundedness and optimality of
response time. We base such formal methods on discrete controller synthesis.

A third research direction concerns AOP to weave fault-tolerance aspects in programs and electronic circuits
(seen as synthesizable HDL programs) as mentioned in the previous section. A first step in this direction
has been the design of automatic transformation method for fault tolerance, which implement a limited (but
nonetheless interesting) form of AOP.

4. Application Domains
4.1. Industrial Applications

Our applications are in the embedded system area, typically: transportation, energy production, robotics,
telecommunications, systems on chip (SoC). In some areas, safety is critical, and motivates the investment
in formal methods and techniques for design. But even in less critical contexts, like telecommunications and
multimedia, these techniques can be beneficial in improving the efficiency and the quality of designs, as well
as the cost of the programmation and the validation processes.

Industrial acceptance of formal techniques, as well as their deployment, goes necessarily through their
usability by specialists of the application domain, rather than of the formal techniques themselves. Hence
our orientation towards the proposal of domain-specific (but generic) realistic models, validated through
experience (e.g., control tasks systems), based on formal techniques with a high degree of automation
(e.g., synchronous models), and tailored for concrete functionalities (e.g., code generation).

4.2. Industrial Design Tools
The commercially available design tools (such as UML with real-time extensions, MATLAB/ SIMULINK/
dSPACE 12) and execution platforms (OS such as VXWORKS, QNX, real-time versions of LINUX ...) starts
now to provide besides their core functionalities design or verification methods. Some of them, founded on
models of reactive systems, come close to tools with a formal basis, such as for example STATEMATE by
iLOGIX.

Regarding the synchronous approach, commercial tools are available: SCADE 13 (based on LUSTRE), CON-
TROLBUILD and RT-BUILDER (based on SIGNAL) from GEENSYS 14 (part of DASSAULT SYSTEMES), spe-
cialized environments like CELLCONTROL for industrial automatism (by the INRIA spin-off ATHYS– now part
of DASSAULT SYSTEMES). One can observe that behind the variety of actors, there is a real consistency of the
synchronous technology, which makes sure that the results of our work related to the synchronous approach
are not restricted to some language due to compatibility issues.

4.3. Current Industrial Cooperations
Regarding applications and case studies with industrial end-users of our techniques, we cooperate with
STMicroelectronics on dynamic data-flow models of computation for streaming applications, dedicated to
high definition video applications for their new STHORM manycore chip.

5. Software
5.1. NBac

Participant: Bertrand Jeannet.

12http://www.dspaceinc.com
13http://www.esterel-technologies.com
14http://www.geensoft.com

http://www.dspaceinc.com
http://www.esterel-technologies.com
http://www.geensoft.com
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NBAC (Numerical and Boolean Automaton Checker) 15 is a verification/slicing tool for reactive systems
containing combination of Boolean and numerical variables, and continuously interacting with an external
environment. NBAC can also handle the same class of hybrid systems as the HyTech tool [63]. It aims at
handling efficiently systems combining a non-trivial numerical behaviour with a complex logical (Boolean)
behaviour.

NBAC is connected to two input languages: the synchronous dataflow language LUSTRE, and a symbolic
automaton-based language, AUTOC/AUTO, where a system is defined by a set of symbolic hybrid automata
communicating via valued channels. It can perform reachability analysis, co-reachability analysis, and com-
bination of the above analyses. The result of an analysis is either a verdict to a verification problem, or a set
of states together with a necessary condition to stay in this set during an execution. NBAC is founded on the
theory of abstract interpretation.

It has been used for verifying and debugging LUSTRE programs [65] [52] [36]. It is connected to the LUSTRE
toolset 16. It has also been used for controller synthesis of infinite-state systems. The fact that the analyses
are approximated results simply in the obtention of a possibly non-optimal controller. In the context of
conformance testing of reactive systems, it has been used by the test generator STG 17 [42] [66] for selecting
test cases.

It has recently been superseded by REAVER (see Section 5.2).

5.2. ReaVer
Participant: Peter Schrammel.

REAVER (REActive VERifier 18) is a tool framework for the safety verification of discrete and hybrid systems
specified by logico-numerical data-flow languages, like LUSTRE, LUCID SYNCHRONE or ZELUS. It provides
time-unbounded analysis based on abstract interpretation techniques. In many aspects it is the successor of
NBAC (see Section 5.1).

It features partitioning techniques and several logico-numerical analysis methods based on Kleene iteration
with widening and descending iterations, abstract acceleration, max-strategy iteration, and relational abstrac-
tions; logico-numerical product and power domains (based on the APRON and BddApron domain libraries)
with convex polyhedra, octagons, intervals, and template polyhedra; and frontends for the hybrid NBAC for-
mat, LUSTRE via lus2nbac, and ZELUS/LUCID SYNCHRONE. Compared to NBAC, it is connected to higher-
level, more recent synchronous and hybrid languages, and provides much more options regarding analysis
techniques.

It has been used for several experimental comparisons published in papers and it integrates all the methods
developped by Peter Schrammel in its PhD.

5.3. Implementations of Synchronous Programs
Participant: Alain Girault.

5.3.1. Fault Tolerance
We have been cooperating for several years with the INRIA team AOSTE (INRIA Sophia-Antipolis and
Rocquencourt) on the topic of fault tolerance and reliability of safety critical embedded systems. In particular,
we have implemented several new heuristics for fault tolerance and reliability within their software SYNDEX
19. Our first scheduling heuristic produces static multiprocessor schedules tolerant to a specified number
of processor and communication link failures [55]. The basic principles upon which we rely to make the
schedules fault tolerant is, on the one hand, the active replication of the operations [56], and on the other

15http://pop-art.inrialpes.fr/people/bjeannet/nbac/
16http://www-verimag.imag.fr/The-Lustre-Toolbox.html
17http://www.irisa.fr/prive/ployette/stg-doc/stg-web.html
18http://members.ktvam.at/schrammel/research/reaver
19http://www-rocq.inria.fr/syndex

http://pop-art.inrialpes.fr/people/bjeannet/nbac/
http://www-verimag.imag.fr/The-Lustre-Toolbox.html
http://www.irisa.fr/prive/ployette/stg-doc/stg-web.html
http://members.ktvam.at/schrammel/research/reaver
http://www-rocq.inria.fr/syndex
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hand, the active replication of communications for point-to-point communication links, or their passive
replication coupled with data fragmentation for multi-point communication media (i.e., buses) [57]. Our
second scheduling heuristic is multi-criteria: it produces a static schedule multiprocessor schedule such that
the reliability is maximized, the power consumption is minimized, and the execution time is minimized [3]
[33][17], [11]. Our results on fault tolerance are summarized in a web page 20.

5.4. Apron and BddApron Libraries
Participant: Bertrand Jeannet.

5.4.1. Principles
The APRON library 21 is dedicated to the static analysis of the numerical variables of a program by abstract
interpretation [43]. Many abstract domains have been designed and implemented for analysing the possible
values of numerical variables during the execution of a program (see Figure 1). However, their API diverge
largely (datatypes, signatures, ...), and this does not ease their diffusion and experimental comparison w.r.t.
efficiency and precision aspects.

The APRON library provides:
• a uniform API for existing numerical abstract domains;
• a higher-level interface to the client tools, by factorizing functionalities that are largely independent

of abstract domains.

From an abstract domain designer point of view, the benefits of the APRON library are:
• the ability to focus on core, low-level functionalities;
• the help of generic services adding higher-level services for free.

For the client static analysis community, the benefits are a unified, higher-level interface, which allows
experimenting, comparing, and combining abstract domains.

In 2011, the Taylor1plus domain [53], which is the underlying abstract domain of the tool FLUCTUAT [51] has
been improved. Glue code has also been added to enable the connection of an abstract domain implemented in
OCaml to the APRON infrastructure written in C (this requires callbacks from C to OCaml that are safe w.r.t.
garbage collection). This will enable the integration in APRON of the MaxPlus polyhedra library written by
X. Allamigeon [30] in the context of the ANR ASOPT project.

The BDDAPRON library 22 aims at a similar goal, by adding finite-types variables and expressions to the
concrete semantics of APRON domains. It is built upon the APRON library and provides abstract domains
for the combination of finite-type variables (Booleans, enumerated types, bitvectors) and numerical variables
(integers, rationals, floating-point numbers). It first allows the manipulation of expressions that freely mix,
using BDDs and MTBDDs, finite-type and numerical APRON expressions and conditions. It then provides
abstract domains that combines BDDs and APRON abstract values for representing invariants holding on both
finite-type variables and numerical variables.

5.4.2. Implementation and Distribution
The APRON library (Fig. 2) is written in ANSI C, with an object-oriented and thread-safe design. Both multi-
precision and floating-point numbers are supported. A wrapper for the OCAML language is available, and a
C++ wrapper is on the way. It has been distributed since June 2006 under the LGPL license and available at
http://apron.cri.ensmp.fr. Its development has still progressed much since. There are already many external
users (ProVal/Démons, LRI Orsay, France — CEA-LIST, Saclay, France — Analysis of Computer Systems
Group, New-York University, USA — Sierum software analysis platform, Kansas State University, USA —
NEC Labs, Princeton, USA — EADS CCR, Paris, France — IRIT, Toulouse, France) and is currently packaged
as a REDHAT and DEBIAN package.

20http://pop-art.inrialpes.fr/~girault/Projets/FT
21http://apron.cri.ensmp.fr/library/
22http://pop-art.inrialpes.fr/~bjeannet/bjeannet-forge/bddapron/index.html

http://apron.cri.ensmp.fr
http://pop-art.inrialpes.fr/~girault/Projets/FT
http://apron.cri.ensmp.fr/library/
http://pop-art.inrialpes.fr/~bjeannet/bjeannet-forge/bddapron/index.html
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Figure 1. Typical static analyser and examples of abstract domains

The BDDAPRON library is written in OCAML, using polymorphism features of OCAML to make it generic. It
is also thread-safe. It provides two different implementations of the same domain, each one presenting pros
and cons depending on the application. It is currently used by the CONCURINTERPROC interprocedural and
concurrent program analyzer.

Figure 2. Organisation of the APRON library

5.5. Prototypes
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5.5.1. Logical Causality
Participant: Gregor Goessler [contact person].

We have developed LOCA, a new prototype tool written in Scala that implements the analysis of logical
causality described in 6.6.2. LOCA currently supports causality analysis in BIP. The core analysis engine is
implemented as an abstract class, such that support for other models of computation (MOC) can be added by
instantiating the class with the basic operations of the MOC.

5.5.2. Cosyma
Participants: Gregor Goessler [contact person], Sebti Mouelhi.

We have developed COSYMA, a tool for automatic controller synthesis for incrementally stable switched sys-
tems based on multi-scale discrete abstractions (see 6.2.1). The tool accepts a description of a switched system
represented by a set of differential equations and the sampling parameters used to define an approximation of
the state-space on which discrete abstractions are computed. The tool generates a controller — if it exists —
for the system that enforces a given safety or time-bounded reachability specification.

5.5.3. Automatic Controller Generation
Participants: Emil Dumitrescu, Alain Girault [contact person].

We have developed a software tool chain to allow the specification of models, the controller synthesis, and the
execution or simulation of the results. It is based on existing synchronous tools, and thus consists primarily in
the use and integration of SIGALI 23 and Mode Automata 24. It is the result of a collaboration with Eric Rutten
from the SARDES team.

Useful component templates and relevant properties can be materialized, on one hand by libraries of task
models, and, on the other hand, by properties and synthesis objectives.

5.5.4. Rapture
Participant: Bertrand Jeannet.

RAPTURE 25 [64] [46] is a verification tool that was developed jointly by BRICS (Denmark) and INRIA
in years 2000–2002. The tool is designed to verify reachability properties on Markov Decision Processes
(MDP), also known as Probabilistic Transition Systems. This model can be viewed both as an extension
to classical (finite-state) transition systems extended with probability distributions on successor states, or as
an extension of Markov Chains with non-determinism. We have developed a simple automata language that
allows the designer to describe a set of processes communicating over a set of channels à la CSP. Processes
can also manipulate local and global variables of finite type. Probabilistic reachability properties are specified
by defining two sets of initial and final states together with a probability bound. The originality of the tool is
to provide two reduction techniques that limit the state space explosion problem: automatic abstraction and
refinement algorithms, and the so-called essential states reduction.

5.5.5. The Interproc family of static analyzers
Participant: Bertrand Jeannet [contact person].

23http://www.irisa.fr/vertecs/Logiciels/sigali.html
24http://www-verimag.imag.fr
25http://pop-art.inrialpes.fr/people/bjeannet/rapture/rapture.html

http://www.irisa.fr/vertecs/Logiciels/sigali.html
http://www-verimag.imag.fr
http://pop-art.inrialpes.fr/people/bjeannet/rapture/rapture.html
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These analyzers and libraries are of general use for people working in the static analysis and abstract
interpretation community, and serve as an experimental platform for the ANR project ASOPT (see §8.1.2.1).

• FIXPOINT 26: a generic fix-point engine written in OCAML. It allows the user to solve systems
of fix-point equations on a lattice, using a parameterized strategy for the iteration order and the
application of widening. It also implements recent techniques for improving the precision of analysis
by alternating post-fixpoint computation with widening and descending iterations in a sound way
[59].

• INTERPROC 27: a simple interprocedural static analyzer that infers properties on the numerical
variables of programs in a toy language. It is aimed at demonstrating the use of the previous library
and the above-described APRON library, and more generally at disseminating the knowledge in
abstract interpretation. It is also deployed through a web-interface 28. It is used as the experimental
platform of the ASOPT ANR project.

• CONCURINTERPROC extends INTERPROC with concurrency, for the analysis of multithreaded
programs interacting via shared global variables. It is also deployed through a web-interface 29.

• PINTERPROC extends INTERPROC with pointers to local variables. It is also deployed through a
web-interface 30.

5.5.6. Heptagon/BZR
Participant: Gwenaël Delaval.

HEPTAGON is a dataflow synchronous language, inspired from LUCID SYNCHRONE 31. Its compiler is meant
to be simple and modular, allowing this language to be a good support for the prototyping of compilation
methods of synchronous languages. It is developped within the SYNCHRONICS INRIA large-scale action.

HEPTAGON has been used to built BZR 32, which is an extension of the former with contracts constructs.
These contracts allow to express dynamic temporal properties on the inputs and outputs of HEPTAGON node.
These properties are then enforced, within the compilation of a BZR program, by discrete controller synthesis,
using the SIGALI tool 33. The synthesized controller is itself generated in HEPTAGON, allowing its analysis
and compilation towards different target languages (C, JAVA, VHDL).

6. New Results

6.1. Dependable Distributed Real-time Embedded Systems
Participants: Gwenaël Delaval, Pascal Fradet, Alain Girault [contact person], Emil Dumitrescu.

6.1.1. Tradeoff exploration between reliability, power consumption, and execution time
For autonomous critical real-time embedded systems (e.g., satellite), guaranteeing a very high level of
reliability is as important as keeping the power consumption as low as possible. We have designed an off-line
ready list scheduling heuristics which, from a given software application graph and a given multiprocessor
architecture (homogeneous and fully connected), produces a static multiprocessor schedule that optimizes
three criteria: its length (crucial for real-time systems), its reliability (crucial for dependable systems), and
its power consumption (crucial for autonomous systems). Our tricriteria scheduling heuristics, TSH, uses
the active replication of the operations and the data-dependencies to increase the reliability, and uses dynamic

26http://http://pop-art.inrialpes.fr/people/bjeannet/bjeannet-forge/fixpoint
27http://pop-art.inrialpes.fr/people/bjeannet/bjeannet-forge/interproc
28http://pop-art.inrialpes.fr/interproc/interprocweb.cgi
29http://pop-art.inrialpes.fr/interproc/concurinterprocweb.cgi
30http://pop-art.inrialpes.fr/interproc/pinterprocweb.cgi
31http://www.di.ens.fr/~pouzet/lucid-synchrone/
32http://bzr.inria.fr
33http://www.irisa.fr/vertecs/Logiciels/sigali.html

http://pop-art.inrialpes.fr/people/bjeannet/bjeannet-forge/fixpoint
http://pop-art.inrialpes.fr/people/bjeannet/bjeannet-forge/interproc
http://pop-art.inrialpes.fr/interproc/interprocweb.cgi
http://pop-art.inrialpes.fr/interproc/concurinterprocweb.cgi
http://pop-art.inrialpes.fr/interproc/pinterprocweb.cgi
http://www.di.ens.fr/~pouzet/lucid-synchrone/
http://bzr.inria.fr
http://www.irisa.fr/vertecs/Logiciels/sigali.html
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voltage and frequency scaling to lower the power consumption [17], [11]. By running TSH on a single problem
instance, we are able to provide the Pareto front for this instance in 3D, therefore exposing the user to several
tradeoffs between the power consumption, the reliability and the execution time. The new contribution for 2012
has been the formulation of a new multi-criteria cost function for our ready list scheduling heuristics, such that
we are able to prove rigorously that the static schedules we generate meet both the reliability constraint and
the power consumption constraint.

Thanks to extensive simulation results, we have shown how TSH behaves in practice. Firstly, we have
compared TSH versus an optimal Mixed Linear Integer Program on small instances; the experimental results
show that TSH behaves very well compared to the the ILP. Secondly, we have compared TSH versus
the ECS heuristic (Energy-Conscious Scheduling [68]); the experimental results show that TSH performs
systematically better than ECS.

This is a joint work with Ismail Assayad (U. Casablanca, Morocco) and Hamoudi Kalla (U. Batna, Algeria),
who both visit the team regularly.

6.2. Controller Synthesis for the Safe Design of Embedded Systems
Participants: Gwenaël Delaval [contact person], Gregor Goessler, Sebti Mouelhi.

6.2.1. Synthesis of switching controllers using approximately bisimilar multiscale abstractions
The use of discrete abstractions for continuous dynamics has become standard in hybrid systems design (see
e.g., [73] and the references therein). The main advantage of this approach is that it offers the possibility
to leverage controller synthesis techniques developed in the areas of supervisory control of discrete-event
systems [71]. The first attempts to compute discrete abstractions for hybrid systems were based on traditional
systems behavioral relationships such as simulation or bisimulation, initially proposed for discrete systems
most notably in the area of formal methods. These notions require inclusion or equivalence of observed
behaviors which is often too restrictive when dealing with systems observed over metric spaces. For such
systems, a more natural abstraction requirement is to ask for closeness of observed behaviors. This leads to
the notions of approximate simulation and bisimulation introduced in [54].

These notions enabled the computation of approximately equivalent discrete abstractions for several classes of
dynamical systems, including nonlinear control systems with or without disturbances, and switched systems.
These approaches are based on sampling of time and space where the sampling parameters must satisfy some
relation in order to obtain abstractions of a prescribed precision. In particular, the smaller the time sampling
parameter, the finer the lattice used for approximating the state-space; this may result in abstractions with a
very large number of states when the sampling period is small. However, there are a number of applications
where sampling has to be fast; though this is generally necessary only on a small part of the state-space.

In [45] we have proposed a technique for the synthesis of safety controllers for switched systems using multi-
scale abstractions that allow us to deal with fast switching while keeping the number of states in the abstraction
at a reasonable level. The finest scales of the abstraction are effectively explored only when fast switching is
needed, that is when the system approaches the unsafe set.

We have extended the approach of [45] to the synthesis of controllers for time-bounded reachability. Further-
more we have implemented the algorithms for safety and time-bounded reachability in COSYMA, a tool for
automatic controller synthesis for incrementally stable switched systems based on multi-scale discrete abstrac-
tions. The tool accepts a description of a switched system represented by a set of differential equations and
the sampling parameters used to define an approximation of the state-space on which discrete abstractions
are computed. The tool generates a controller — if it exists — for the system that enforces a given safety or
time-bounded reachability specification.

We are currently exploring, in the SYMBAD project, controller synthesis for switched systems based on a
different approach for the construction of multi-scale abstractions. The goal is to further improve the trade-off
between cost and precision.
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6.2.2. Modular discrete controller synthesis
Discrete controller synthesis (DCS) [71] allows to design programs in a mixed imperative/declarative way.
From a program with some freedom degrees left by the programmer (e.g., free controllable variables), and a
temporal property to enforce which is not a priori verified by the initial program, DCS tools compute off-line
automatically a controller which will constrain the program (by e.g., giving values to controllable variables)
such that, whatever the values of inputs from the environment, the controlled program satisfies the temporal
property.

Our motivation w.r.t. DCS concerns its modular application, improving the scalability of the technique by using
contract enforcement and abstraction of components. Moreover, our aim is to integrate DCS into a compilation
chain, and thereby improve its usability by programmers, not experts in discrete control. This work has been
implemented into the HEPTAGON/BZR language and compiler [50]. This work is done in collaboration with
Hervé Marchand (VERTECS team from Rennes) and Eric Rutten (SARDES team from Grenoble).

The implemented tool allows the generation of the synthesized controller under the form of an HEPTAGON
node, which can in turn be analyzed and compiled, together with the HEPTAGON source from which it has
been generated. This full integration allows this method to aim different target languages (currently C, JAVA
or VHDL), and its integrated use in different contexts.

A formal semantics of BZR has been defined, taking into account its underlying nondeterminism related to
the presence of controllable variables. A new implementation has been achieved, including an abstraction
method based on [47]. We have used BZR for demonstrating the use of Control Theory and Techniques to the
administration of computing systems in a closed-loop management [19].

6.3. Automatic Distribution of Synchronous Programs
Participants: Gwenaël Delaval [contact person], Alain Girault, Gregor Goessler, Xavier Nicollin, Gideon
Smeding.

6.3.1. Modular distribution
Synchronous programming languages describe functionally centralized systems, where every value, input,
output, or function is always directly available for every operation. However, most embedded systems are
nowadays composed of several computing resources. The aim of this work is to provide a language-oriented
solution to describe functionally distributed reactive systems. This research is conducted within the Inria large
scale action SYNCHRONICS and is a joint work with Marc Pouzet (ENS, PARKAS team from Rocquencourt)
and Xavier Nicollin (Grenoble INP, VERIMAG lab).

We are working on type systems to formalize, in a uniform way, both the clock calculus and the location
calculus of a synchronous data-flow programming language (the HEPTAGON language, inspired from LUCID
SYNCHRONE [38]). On one hand, the clock calculus infers the clock of each variable in the program and
checks the clock consistency: e.g., a time-homogeneous function, like +, should be applied to variables with
identical clocks. On the other hand, the location calculus infers the spatial distribution of computations and
checks the spatial consistency: e.g., a centralized operator, like +, should be applied to variables located at the
same location. Compared to the PhD of Gwenaël Delaval [48], [49], the goal is to achieve modular distribution.
By modular, we mean that we want to compile each function of the program into a single function capable
of running on any computing location. We make use of our uniform type system to express the computing
locations as first-class abstract types, exactly like clocks, which allows us to compile a typed variable (typed
by both the clock and the location calculi) into if ... then ... else ... structures, whose conditions
will be valuations of the clock and location variables.

We currently work on an example of software-defined radio. We have shown on this example how to use a
modified clock calculus to describe the localisation of values as clocks, and the architecture as clocks (for the
computing resources) and their relations (for communication links).
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6.3.2. Distribution of synchronous programs under real-time constraints
With the objective to distribute synchronous data-flow programs (e.g., LUSTRE) over GALS architectures, such
that the difference between the original and synchronous systems satisfy given bounds, we have developed a
quantitative clock calculus to (1) describe timing properties of the architecture’s clock domain, and (2) describe
the acceptable difference between the original and distributed programs. The clock calculus is inspired by the
network calculus [67], with the difference that clocks are described only with respect to one-another, not with
respect to real-time.

As a first result, we have applied our clock calculus to analyze the properties of periodic synchronous data-
flow programs executed on a network of processors. Because our clock calculus is relational, it can model
and preserve correlated variations of streams. In particular, the common case of a data-flow system that
splits a stream for separate treatment, and joins them afterwards, this analysis yields more precise result than
comparable methods [24].

We have been able to use the clock calculus as an abstract domain to perform abstract interpretation of
synchronous boolean data-flow programs and their distribution on synchronous nodes that communicate
asynchronously by sampling shared memory. The analysis discovers the relative clock drift of all clocks of the
distributed system as well as bounds on the distance from the original program.

In case the guaranteed maximal distance is too large, we provide methods to synthesize bounds on the relative
drift of the architecture’s clocks that ensure an acceptable distance. Given the synthesized bounds, we use the
known clock drifts and program behavior to synthesize light weight protocols.

6.4. New Programming Languages for Embedded Systems
Participants: Alain Girault [contact person], Pascal Fradet, Vagelis Bebelis, Bertrand Jeannet, Peter Schram-
mel.

6.4.1. Analysis and scheduling of parametric dataflow models
Recent data-flow programming environments support applications whose behavior is characterized by dy-
namic variations in resource requirements. The high expressive power of the underlying models (e.g., Kahn
Process Networks, the CAL actor language) makes it challenging to ensure predictable behavior. In particular,
checking liveness (i.e., no part of the system will deadlock) and boundedness (i.e., the system can be executed
in finite memory) is known to be hard or even undecidable for such models. This situation is troublesome for
the design of high-quality embedded systems.

We have introduced the schedulable parametric data-flow (SPDF) MoC for dynamic streaming
applications [20]. SPDF extends the standard dataflow model by allowing rates to be parametric (e.g., of the
form 2xy, where x and y are parameters, the value of which can change at run-time). SPDF was designed
to be statically analyzable while retaining sufficient expressive power. We formulated sufficient and general
static criteria for boundedness and liveness. In SPDF, parameters can be changed dynamically even within
iterations. The safety of dynamic parameter changes can be checked and their implementation made explicit
in the graph. These different analyses are made possible using well-defined static operations on symbolic
expressions. The same holds for quasi-static scheduling which is the first step towards code generation for
multi-core systems.

We are now focusing on the parallel scheduling of parametric dataflow models. We have proposed a generic
and flexible framework to generate parallel ASAP schedules targeted to the new STHORM many-core platform
designed by STMicroelectronics. The parametric dataflow graph is associated with generic or user-defined
specific constraints aimed at minimizing, timing, buffer sizes, power consumption, or other criteria. The
scheduling algorithm executes with minimal overhead and can be adapted to different scheduling policies just
by changing some constraints. The safety of both the dataflow graph and constraints can be checked statically
and all schedules are guaranteed to be bounded and deadlock free. Our case studies are video decoders for
high definition video streaming such as VC-1 or HEVC.
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This research is the central topic of Vagelis Bebelis’ PhD thesis. It is conducted in collaboration with
STMicroelectronics.

6.5. Static Analysis and Abstract Interpretation
Participants: Alain Girault, Bertrand Jeannet [contact person], Peter Schrammel.

6.5.1. Translating data-flow languages for hybrid systems simulation to hybrid automata for
hybrid systems verification
Hybrid systems are used to model embedded computing systems interacting with their physical environment.
There is a conceptual mismatch between high-level hybrid system languages like SIMULINK 34, which are
used for simulation, and hybrid automata, the most suitable representation for safety verification. Indeed, in
simulation languages the interaction between discrete and continuous execution steps is specified using the
concept of zero-crossings, whereas hybrid automata exploit the notion of staying conditions.

In the context of the INRIA large scale action SYNCHRONICS (see §8.1.1.1), we studied how to translate
the ZELUS hydrid data-flow language [34] developped in this project into logico-numerical hybrid automata
by carefully pointing out this issue. We investigated various zero-crossing semantics, proposed a sound
translation, and discussed to which extent the original semantics is preserved.

This work is part of the PhD thesis of Peter Schrammel and was presented at the conference HSCC’2012
(Hybrid Systems: Computation and Control) [22], [27].

6.5.2. Abstract Acceleration of general linear loops
We investigated abstract acceleration techniques for computing loop invariants for linear loops with linear
assignments in their body and guards defined by the conjunction of linear inequalities.

While standard abstract interpretation considers over approximations over the set of reachable states at
any loop iteration, and relies on extrapolation (a.k.a. widening) for making the analysis converge, abstract
acceleration captures the effect of the loop with a single, non-iterative transfer function applied to the reachable
states at the loop head. The concept of abstract acceleration has already been applied to restricted form of linear
loops, by us [16] and others [58], and extended to logico-numerical loops [16]; the novelty here is to investigate
general linear loops.

The main idea we developped is to over-approximate the set of transformation matrices associated to any
number of iterations of the loop body and to apply this “accelerated” transformation to the initial states.
This over-approximation is based on the Jordan normal form decomposition that allows deriving closed form
symbolic expressions for the entries of the matrix modeling the effect of exactly n iterations of the loop. We
then discover linear relationships between the symbolic expressions that hold for any number of iterations,
and we obtain a set of matrices described by a polyhedra on its coefficients, which can be applied to a set of
vectors also described by a convex polyhedra.

We also developed a technique to take into account the guard of the loop by bounding the number of loop
iterations, which relies again on the Jordan normal form decomposition.

These ideas were implemented and evaluated on a series of simple loops, alone or inside outer loops, exhibiting
classical behaviors: polynomial, stable and unstable exponential, inward spirals (damped oscillators), .... Our
approach enables proofs that are out of the reach of most other techniques, that are either too unprecise
(classical abstract interpretation) or limited to a restricted class of loops, e.g., translation with resets in the
case of abstract acceleration, or stable loops (in the sense of control theory) for ellipsoid methods.

This work was initiated during a visit to the University of Colorado-Boulder and is under review.

34http://www.mathworks.com

http://www.mathworks.com
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6.5.3. Logico-Numerical Max-Strategy Iteration
Strategy iteration methods aim at solving fixed point equations and are an alternative to abstract acceleration
for fighting against the loss of precision incurred by extrapolation in classical interpretation. It has been shown
that they improve precision in static analysis based on abstract interpretation and template abstract domains,
e.g., intervals, octagons or template polyhedra. However, they are limited to numerical programs.

We investigated a method for applying max-strategy iteration to logico-numerical programs, that is, programs
with numerical and Boolean variables, without explicitly enumerating the Boolean state space. The method is
optimal in the sense that it computes the least fixed point w.r.t. the abstract domain.

Our experiments showed that the resulting logico-numerical max-strategy iteration gains one order of mag-
nitude in terms of efficiency in comparison to the purely numerical approach while being almost as precise.
Moreover, they are the first experimental results of applying max-strategy iteration to larger programs. This
work has been accepted at VMCAI’2013 [23].

6.6. Component-Based Construction
Participants: Alain Girault, Gregor Goessler [contact person], Roopak Sinha, Gideon Smeding.

6.6.1. Incremental converter synthesis
We have proposed and implemented a formal incremental converter-generation algorithm for system-on-
chip (SoC) designs. The approach generates a converter, if one exists, to control the interaction between
multiple intellectual property (IP) protocols with possible control and data mismatches, and allows pre-
converted systems to be re-converted with additional IPs in the future. IP protocols are represented using
labeled transition systems (LTS), a simple but elegant abstraction framework which can be extracted from and
converted to standard IP description languages such as VHDL. The user can provide control properties, each
stated as an LTS with accepting states, to describe desired aspects of the converted system, including fairness
and liveness. Furthermore, data specifications can be provided to bound data channels between interacting
IPs such that they do not over/under flow. The approach takes into account the uncontrollable environment of
a system by allowing users to identify signals exchanged between the SoC and the environment, which the
converter can neither suppress nor generate.

Given these inputs, the conversion algorithm first computes the reachable state-space of a maximal non-
deterministic converter that ensures (i) the satisfaction of the given data specifications and (ii) the trace
equivalence with the given control specifications, using a greatest fix-point computation. It then checks,
using the standard algorithm for Büchi games, whether the converter can ensure the satisfaction of the given
control specifications (reachability of accepting states) regardless of how the environment behaves. If this is
found to be true, deterministic converters can be automatically generated from the maximal non-deterministic
converter generated during the first step. The algorithm is proven to be sound and complete, with a polynomial
complexity in the state-space sizes of given IP protocols and specifications. It is also shown that it can be used
for incremental design of SoCs, where IPs and specifications are added to an SoC in steps. Incremental design
allows to constrain the combinatorial explosion of the explored state-space in each step, and also reduces
on-chip wire congestion by decentralizing the conversion process.

A Java implementation has been created, and experimental results show that the algorithm can handle complex
IP mismatches and specifications in medium to large AMBA based SoC systems. Future work involves creating
a library of commonly-encountered specifications in SoC design such as sharing of control signals between
interacting IPs using buffers, signal lifespans, and the generation of optimal converters based on quantitative
criteria such as minimal power usage.

This work has been done within the AFMES associated team with the Electric and Computer Engineering
Department of the University of Auckland.
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6.6.2. Analysis of logical causality
The failure of one component may entail a cascade of failures in other components; several components may
also fail independently. In such cases, elucidating the exact scenario that led to the failure is a complex and
tedious task that requires significant expertise.

The notion of causality (did an event e cause an event e′?) has been studied in many disciplines, including
philosophy, logic, statistics, and law. The definitions of causality studied in these disciplines usually amount
to variants of the counterfactual test “e is a cause of e′ if both e and e′ have occurred, and in a world that is
as close as possible to the actual world but where e does not occur, e′ does not occur either”. Surprisingly, the
study of logical causality has so far received little attention in computer science, with the notable exception
of [62] and its instantiations. However, this approach relies on a causal model that may not be known, for
instance in presence of black-box components.

In [6] we have proposed a formal framework for reasoning about causality, based on black-box components
interacting according to well identified interaction models [5].

We are currently extending to framework to other models of computation and communication, in particular,
to timed automata, and developing a refinement of our original approach that reduces the number of false
positives.

6.6.3. A Theory of fault recovery for component-based models
In [35][18] we have introduced a theory of fault recovery for component-based models. A model is specified
in terms of a set of atomic components that are incrementally composed and synchronized by a set of glue
operators. We have defined what it means for such models to provide a recovery mechanism, so that the model
converges to its normal behavior in the presence of faults (e.g., in self-stabilizing systems). We have identified
corrector components whose presence in a model is essential to guarantee recovery after the occurrence of
faults. We have also formalized component based models that effectively separate recovery from functional
concerns. We have shown that any model that provides fault recovery can be transformed into an equivalent
model, where functional and recovery tasks are modularized in different components.

6.7. Aspect-Oriented Programming
Participants: Dmitry Burlyaev, Pascal Fradet [contact person], Alain Girault.

The goal of Aspect-Oriented Programming (AOP) is to isolate aspects (such as security, synchronization,
or error handling) which cross-cut the program basic functionality and whose implementation usually yields
tangled code. In AOP, such aspects are specified separately and integrated into the program by an automatic
transformation process called weaving.

Although this paradigm has great practical potential, it still lacks formalization and undisciplined uses make
reasoning on programs very difficult. Our work on AOP addresses these issues by studying foundational issues
(semantics, analysis, verification) and by considering domain-specific aspects (availability, fault tolerance or
refinement aspects) as formal properties.

6.7.1. Aspects preserving properties
Aspect Oriented Programming can arbitrarily distort the semantics of programs. In particular, weaving can
invalidate crucial safety and liveness properties of the base program.

We have identified categories of aspects that preserve some classes of properties [13]. Our categories of aspects
comprise, among others, observers, aborters, and confiners. For example, observers do not modify the base
program’s state and control-flow (e.g., persistence, profiling, and debugging aspects). These categories are
defined formally based on a language independent abstract semantic framework. The classes of properties are
defined as subsets of LTL for deterministic programs and CTL* for non-deterministic ones. We have formally
proved that, for any program, the weaving of any aspect in a category preserves any property in the related
class. In a second step, we have designed for each aspect category a specialized aspect language which ensures
that any aspect written in that language belongs to the corresponding category. These languages preserve the
corresponding classes of properties by construction.
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This work was conducted in collaboration with Rémi Douence from the ASCOLA INRIA team at École des
Mines de Nantes.

6.7.2. Fault tolerance aspects
In the recent years, we have studied the implementation of specific fault tolerance techniques in real-time
embedded systems using program transformation [1]. We are now investigating the use of fault-tolerance
aspects in digital circuits. To this aim, we consider program transformations for hardware description
languages (HDL). Our goal is to design an aspect language allowing users to specify and tune a wide range of
fault tolerance techniques, while ensuring that the woven HDL program remains synthesizable. The advantage
would be to produce fault-tolerant circuits by specifying fault-tolerant strategies separately from the functional
specifications.

We have reviewed the different fault tolerant techniques used in integrated circuits: concurrent error detection,
error detecting and correcting codes (Hamming, Berger codes, ...), spatial and time redundancy. We have
designed a simple hardware description language inspired from LUSTRE and Lucid Synchrone. It is a core
functional language manipulating synchronous boolean streams. Faults are represented by bit flips and we take
into account all fault models of the form “at most 1 faults within n clock signals”. The language semantics as
well as the fault model have been formalized in Coq. Many basic (library) properties have been shown on that
language.

We are currently expressing different variants of triple modular redundancy (TMR) as program transforma-
tions. We are also studying optimizations to prevent the insertion of useless voters in TMR. The next step is
to prove that these transformations make the programs fault tolerant w.r.t. specific fault models. Further work
also includes the study of mixed techniques (e.g., spatial and time redundancy), their high level specification
using an AOP-like language and their implementation as transformations.

7. Bilateral Contracts and Grants with Industry
7.1. Bilateral Contracts with Industry

• With ST Microelectronics: CIFRE contract for the PhD of Vagelis Bebelis. This work is described
in Section 6.4.1.

8. Partnerships and Cooperations
8.1. National Initiatives
8.1.1. Inria Large Scale Actions
8.1.1.1. Inria Large Scale Action Synchronics: Language Platform for Embedded System Design

Participants: Gwenaël Delaval, Alain Girault [contact person, co-coordinator], Bertrand Jeannet, Xavier
Nicollin, Peter Schrammel.

The SYNCHRONICS (Language Platform for Embedded System Design) project [mid-2008 to mid-2012]
gathers 9 permanent researchers on the topic of embedded systems design: B. Caillaud (INRIA Rennes
– Bretagne Atlantique), A. Cohen, L. Mandel, and M. Pouzet (Inria-Saclay and ENS Paris), G. Delaval,
A. Girault, and B. Jeannet (INRIA Grenoble – Rhône-Alpes), E. Jahier and P. Raymond (VERIMAG).

SYNCHRONICS capitalizes on recent extensions of data-flow synchronous languages, as well as relaxed forms
of synchronous composition or compilation techniques for various platform, to address two main challenges
with a language-centered approach: (i) the co-simulation of mixed discrete-continuous specifications, and
more generally the co-simulation of programs and properties (either discrete or continuous); (ii) the ability,
inside the programming model, to account for the architecture constraints (execution time, memory footprint,
energy, power, reliability, etc.).
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8.1.2. ANR
8.1.2.1. ANR Asopt: Analyse Statique et OPTimisation

Participants: Bertrand Jeannet [contact person, coordinator], Peter Schrammel.

The ASOPT (Analyse Statique et OPTimisation) project [january 2009-july 2012] 35 brings together static
analysis (Inria-POP ART, VERIMAG, CEA LMeASI), optimisation, and control/game theory experts (CEA
LMeASI, Inria-MAXPLUS) around some program verification problems. POP ART is the project coordinator.

Many abstract interpretations attempt to find “good” geometric shapes verifying certain constraints; this not
only applies to purely numerical abstractions (for numerical program variables), but also to abstractions of data
structures (arrays and more complex shapes). This problem can often be addressed by optimisation techniques,
opening the possibility of exploiting advanced techniques from mathematical programming.

The purpose of ASOPT is to develop new abstract domains and new resolution techniques for embedded control
programs, and in the longer run, for numerical simulation programs.

The main results are 1. improved numerical abstract domains (in particular the MaxPLus polyhedra and
zonotopes-based abstract domains), and their combination with finite-types domains (using BDDs); 2. new
symbolic domains, in particular for the accurate analysis of aliased expressions in data-structures and for
precise interprocedural analysis in the presence of pointers to the call-stack; 3. improved equation solving
techniques, with the generalization of the policy iteration approach and the widening of its applicability; 4.
precise abstractions of full blocks of code, based either on quantifier elimination or on abstract acceleration.

Most of these contributions have been integrated into either the FIXPOINT library or the APRON/BDDAPRON
libraries and they can be experimented on-line or off-line with the INTERPROC analyzer (see Section 5.5.5),
which was the common experimental platform of the project.

8.1.2.2. ANR Vedecy: Verification and Design of Cyber-physical Systems
Participants: Gregor Goessler [contact person], Bertrand Jeannet, Sebti Mouelhi.

The VEDECY project brings together hybrid systems and formal methods experts. Three partners are involved:
Laboratoire Jean Kuntzmann (LJK), Inria POP ART, and VERIMAG.

VEDECY aims at pursuing fundamental research towards the development of algorithmic approaches to the
verification and design of cyber-physical systems. Cyber-physical systems result from the integration of
computations with physical processes: embedded computers control physical processes which in return affect
computations through feedback loops. They are ubiquitous in current technology and their impact on lives of
citizens is meant to grow in the future (autonomous vehicles, robotic surgery, energy efficient buildings, ...).

Cyber-physical systems applications are often safety critical and therefore reliability is a major requirement.
To provide assurance of reliability, model based approaches and formal methods are appealing. Models
of cyber-physical systems are heterogeneous by nature: discrete dynamic systems for computations and
continuous differential equations for physical processes. The theory of hybrid systems offers a sound modeling
framework for cyber-physical systems. The purpose of VEDECY is to develop hybrid systems techniques for
the verification and the design of cyber-physical systems.

8.2. International Initiatives
8.2.1. Inria Associate Teams
8.2.1.1. AFMES

Title: Advanced Formal Methods for Embedded Systems

Inria principal investigator: Alain Girault

International Partner (Institution - Laboratory - Researcher):

35http://asopt.inrialpes.fr/index.php

http://asopt.inrialpes.fr/index.php
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University of Auckland (New Zealand) - Department of Electrical and Computer Engi-
neering

Duration: 2010 - 2012

See also: http://pop-art.inrialpes.fr/~girault/Projets/Afmes/

Embedded systems are characterized by several constraints, such as determinism and bounded
reaction time. Accordingly, design methods for embedded systems should, when possible, guarantee
these properties by construction. This allows the shifting of the burden of checking these constraints
from the programmer to the design method and the associated compilers and code generation tools.
In order to achieve this, our goal is to improve the existing design methods in several key directions:
(1) Incremental converter synthesis. (2) Programming language for adaptive computing (SystemJ and
beyond) [15]. (3) Time predictable programming language and execution architectures [10], [12].
Together, these advanced methods will provide a higher level of safety in the design of embedded
systems.

8.3. International Research Visitors
8.3.1. Visits of International Scientists

• Aditya Zutshi, PhD student at the University of Colorado Boulder (USA), visited POP ART from
July to August 2012 and worked on the abstract acceleration of general linear loops with inputs.

• Partha Roop, Senior Lecturer at the University of Auckland (New Zealand) visited POP ART in
March 2012 to work on the AFMES associated team.

• Eugene Yip, PhD student at the University of Auckland (New Zealand) visited POP ART from
October to December 2012 to work on the AFMES associated team.

8.3.2. Visits to International Teams
• Bertrand Jeannet and Peter Schrammel visited the University of Colorado Boulder (USA) in

February 2012 from the 3th to the 21th.

• Alain Girault visited the University of Auckland (New Zealand) to work on the AFMES Associated
Team.

• Alain Girault visited the University of California Berkeley (USA) in August 2012 to work on time
predictable programming languages and on parametric dataflow models of computation.

9. Dissemination

9.1. Scientific Animation
• Pascal Fradet served in the program committee of JFLA 2013 (vingt quatrièmes Journées Franco-

phones des Langages Applicatifs).

• Gregor Goessler served in the program committees of the international conference DATE 2013.

• Bertrand Jeannet was Program Chair of the TAPAS workshop (Tools for Automatic Program
AnalysiS) affiliated to SAS (Static Analysis Symposium), that was held in Deauville in September
2012.

• Alain Girault served in the program committees of the international conferences DAC 2012,
MEMOCODE 2012, LCTES 2012, and APSIPA ASC 2012,

9.2. Teaching - Supervision - Juries
9.2.1. Supervision

http://pop-art.inrialpes.fr/~girault/Projets/Afmes/


Project-Team POP ART 21

PhD in progress: Vagelis Bebelis, “Advanced dataflow programming for embedded systems”,
Grenoble University, since 12/2011, co-advised by Pascal Fradet and Alain Girault.

PhD in progress: Dmitry Burlyaev, “Specification and synthesis of fault-tolerant circuits”, Grenoble
University, since 12/2011, co-advised by Pascal Fradet and Alain Girault.

PhD in progress: Gideon Smeding, Grenoble University, “Distribution of synchronous programs
withe respect to real-time constraints”, co-advised by Gregor Goessler and Joseph Sifakis since
12/2009.

PhD : Peter Schrammel, “Logico-numerical verification methods for discrete and hybrid systems”,
Grenoble University, defended on 18/10/2012, co-advised by Alain Girault and Bertrand Jeannet

9.2.2. Juries
• Bertrand Jeannet was examiner for the PhD of Romain Testylier (University of Grenoble).

• Alain Girault was referee for the PhD thesis of Aurélien Monot (University of Lorraine), president
of the PhD jury of Slim Bouguerra (University of Grenoble), and president of the PhD jury of
Christophe Junke (University of Orsay).
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