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2. Overall Objectives

2.1. Context
With the fast increase of computational power and of memory space, increasingly complex and detailed 3D
content is expected for virtual environments. Unfortunately, 3D modeling methodologies did not evolve as
fast: most users still use standard CAD or 3D modeling software (such as Maya, 3DS or Blender) to design
each 3D shape, to animate them and to manually control cameras for movie production. This is highly time
consuming when large amounts of detailed content need to be produced. Moreover the quality of results is
fully left in the user’s hand, which restricts applicability to skilled professional artists. More intuitive software
such as Z-Brush are restricted to shape design and still require a few months for being mastered by sculpture
practitioners. Reducing user load can be done by capturing and re-using real objects or motions, at the price
of restricting the range of possible content. Lastly, procedural generation methods can be used in specific
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cases to automatically get some detailed, plausible content. Although they save user’s time, these procedural
methods typically come at the price of control: indirect parameters need to be tuned during a series of trial
and errors until the desired result is reached. Stressing that even skilled digital artists tend to prefer pen and
paper than 3D computerized tools during the design stages of shapes, motion, and stories, Rob Cook, vice
president of technology at Pixar animation studios recently stated (key-note talk, Siggraph Asia 2009): new
grand challenge in Computer Graphics is to make tools as transparent to the artists as special effects were
made transparent to the general public.

Could digital modeling be turned into a tool, even more expressive and simpler to use than a pen, to
quickly convey and refine shapes, motions and stories? This is the long term vision towards which we
would like to advance.

2.2. Scientific goals
The goal of the IMAGINE project is to develop a new generation of models, algorithms and interactive
environments for the interactive creation of animated 3D content and its communication through virtual
cinematography.

Our insight is to revisit models for shapes, motion, and narration from a user-centred perspective, i.e. to give
models an intuitive, predictable behaviour from the user’s view-point. This will ease both semi-automatic
generation of animated 3D content and fine tuning of the results. The three main fields will be addressed:

1. Shape design: We aim to develop intuitive tools for designing and editing 3D shapes and their
assemblies, from arbitrary ones to shapes that obey application-dependent constraints - such as, for
instance, developable surfaces representing cloth or paper, or shape assemblies used for CAD of
mechanical prototypes.

2. Motion synthesis: Our goal is to ease the interactive generation and control of 3D motion and de-
formations, in particular by enabling intuitive, coarse to fine design of animations. The applications
range from the simulation of passive objects to the control of virtual creatures.

3. Narrative design: The aim is to help users to express, refine and convey temporal narrations,
from stories to educational or industrial scenarios. We develop both virtual direction tools such
as interactive storyboarding frameworks, and high-level models for virtual cinematography, such
as rule-based cameras able to automatically follow the ongoing action and automatic film editing
techniques.

In addition to addressing specific needs of digital artists, this research contributes to the development of new
expressive media for 3D content. The long term goal would be to enable any professional or scientist to model
and interact with their object of study, to provide educators with ways to quickly express and convey their
ideas, and to give the general public the ability to directly create animated 3D content.

3. Research Program

3.1. Methodology
As already stressed, thinking of future digital modeling technologies as an Expressive Virtual Pen enabling
to seamlessly design, refine and convey animated 3D content, leads to revisit models for shapes, motions
and stories from a user-centered perspective. More specifically, inspiring from the user-centered interfaces
developed in the Human Computer Interaction domain, we introduced the new concept of user-centered
graphical models. Ideally, such models should be designed to behave, under any user action, the way a human
user would have predicted. In our case, user’s actions may include creation gestures such as sketching to draft
a shape or direct a motion, deformation gestures such as stretching a shape in space or a motion in time,
or copy-paste gestures to transfer some of the features from existing models to other ones. User-centered
graphical models need to incorporate knowledge in order to seamlessly generate the appropriate content from
such actions. We are using the following methodology to advance towards these goals:
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• Develop high-level models for shapes, motion and stories that embed the necessary knowledge
to respond as expected to user actions. These models should provide the appropriate handles for
conveying the user’s intent while embedding procedural methods that seamlessly take care of the
appropriate details and constraints.

• Combine these models with expressive design and control tools such as gesture-based control
through sketching, sculpting, or acting, towards interactive environments where users can create
a new virtual scene, play with it, edit or refine it, and semi-automatically convey it through a video.

3.2. Validation
Validation is a major challenge when developing digital creation tools: there is no ideal result to compare
with, in contrast with more standard problems such as reconstructing existing shapes or motions. Therefore,
we had to think ahead about our validation strategy: new models for geometry or animation can be validated,
as usually done in Computer Graphics, by showing that they solve a problem never tackled before or that
they provide a more general or more efficient solution than previous methods. The interaction methods we are
developing for content creation and editing rely as much as possible on existing interaction design principles
already validated within the HCI community. We also occasionally develop new interaction tools, most often
in collaboration with this community, and validate them through user studies. Lastly, we work with expert
users from various application domains through our collaborations with professional artists, scientists from
other domains, and industrial partners: these expert users validate the use of our new tools compared to their
usual pipeline.

3.3. Application Domains
This research can be applied to any situation where users need to create new, imaginary, 3D content. Our work
should be instrumental, in the long term, for the visual arts, from the creation of 3D films and games to the
development of new digital planning tools for theater or cinema directors. Our models can also be used in
interactive prototyping environments for engineering. They can help promoting interactive digital design to
scientists, as a tool to quickly express, test and refine models, as well as an efficient way for conveying them to
other people. Lastly, we expect our new methodology to put digital modeling within the reach of the general
public, enabling educators, media and other practitioners to author their own 3D content.

Our current application domains are:

• Visual arts

– Modeling and animation for 3D films and games.

– Virtual cinematography and tools for theater directors.

• Engineering

– Industrial design.

– Mechanical & civil engineering.

• Natural Sciences

– Virtual functional anatomy.

– Virtual plants.

• Education and Creative tools

– Sketch-based teaching.

– Creative environments for novice users.

The diversity of users these domains bring, from digital experts to other professionals and novices, gives us
excellent opportunities to validate our general methodology with different categories of users. Our ongoing
projects in these various application domains are listed in Section 6.
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4. Highlights of the Year

4.1. Highlights of the Year
• We had one paper accepted to EUROGRAPHICS [10].
• Our work on virtual paper crumpling, published in ACM TOG paper in Dec. 2015 [5], was presented

at ACM SIGGRAPH 2016 in Anaheim (July 2016). Moreover, our paper on the sound of virtual
paper [24] received the best paper award at the ACM-EG Symposium on Computer Animation
(SCA) 2016.

• We participated to two state of the art papers published in Computer Graphics Forum, respectively
on Adaptive physically based models in computer graphics [13], and on 3D Skeletons [15].

• The paper The 2D Shape Structure Dataset: A User Annotated Open Access Database. Axel Carlier,
Kathryn Leonard, Stefanie Hahmann, Geraldine Morin, Misha Collins. SMI’16, Computer & Graph-
ics 58, pp. 23-30 (2016).received the "Reproducability Award" (http://www.reproducibilitystamp.
com).

• Four students defended their PhD within the team.
• Anatoscope, the start-up founded by François Faure and Olivier Palombi, was selected by Sud De

France Dévelopement to have a booth at the CES, Las Vegas, in January. They featured a live
demonstration of the Living Book of Anatomy.

• The first FUI project Collodi with TeamTo and Mercenaries engineering terminated this year. We
have successfully delivered the physics simulation engine for cloth and hair to include it in the
commercial distribution of the project. A a second FUI project Collodi 2 focusing on animation is
starting in December 2016.

4.1.1. Awards
BEST PAPER AWARD:

[24]
C. SCHRECK, D. ROHMER, D. L. JAMES, S. HAHMANN, M.-P. CANI. Real-time sound synthesis for
paper material based on geometric analysis, in "Eurographics/ ACM SIGGRAPH Symposium on Computer
Animation (2016)", Zürich, Switzerland, July 2016, https://hal.inria.fr/hal-01333238

5. New Software and Platforms

5.1. Expressive
Expressive is a new C++ library created in 2013 for gathering and sharing the models and algorithms developed
within the ERC Expressive project. It enables us to make our latest research results on new creative tools -
such as high level models with intuitive, sketching or sculpting interfaces - soon available to the rest of the
group and easily usable for our collaborators, such as Evelyne Hubert (Inria, Galaad) or Loic Barthe (IRIT,
Toulouse). The most advanced part is a new version of Convol, a library dedicated to implicit modeling, with a
main focus on integral surfaces along skeletons. Convol incorporates all the necessary material for constructive
implicit modeling, a variety of blending operators and several methods for tessellating an implicit surface into
a mesh, and for refining it in highly curved regions. The creation of new solid geometry can be performed by
direct manipulation of skeletal primitives or through sketch-based modeling and multi-touch deformations.

• Participants: Marie Paule Cani, Antoine Begault, Even Entem, Thomas Delame, Ulysse Vimont
• Contact: Marie Paule Cani

5.2. MyCF

http://www.reproducibilitystamp.com
http://www.reproducibilitystamp.com
https://hal.inria.fr/hal-01333238
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Figure 1. Left: My Corporis Fabrica is an anatomical knowledge database developed in our team. Right: SOFA is
an open source simulator for physically based modeling.

My Corporis Fabrica (MyCF) is an anatomical knowledge ontology developed in our group. It relies on FMA
(Foundational Model of Anatomy), developed under Creative Commons license (CC-by). MyCF browser is
available on line, and is already in use for education and research in anatomy. Moreover, the MyCf’s generic
programming framework can be used for other domains, since the link it provides between semantic and 3D
models matches several other research applications at IMAGINE.

• Participants: Olivier Palombi, Armelle Bauer, François Faure, Ali Hamadi Dicko

• Contact: Olivier Palombi

• URL: http://www.mycorporisfabrica.org

5.3. SOFA
Simulation Open Framework Architecture
SOFA is an Open Source framework primarily targeted at real-time simulation, with an emphasis on medical
simulation. It is mostly intended for the research community to help develop new algorithms, but can also be
used as an efficient prototyping tool. Based on an advanced software architecture, it allows : the creation of
complex and evolving simulations by combining new algorithms with algorithms already included in SOFA,
the modification of most parameters of the simulation (deformable behavior, surface representation, solver,
constraints, collision algorithm, etc. ) by simply editing an XML file, the building of complex models from
simpler ones using a scene-graph description, the efficient simulation of the dynamics of interacting objects
using abstract equation solvers, the reuse and easy comparison of a variety of available methods.
Sofa is extensively used by Anatoscope, who add proprietary plugins and helps maintaining the public plugins.

• Participants: François Faure, Armelle Bauer, Matthieu Nesme, Romain Testylier.

• Contact: François Faure

• URL: http://www.sofa-framework.org

5.4. Natron
Natron (http://natron.fr) is a professional-quality video post-production software specialized in compositing
and visual effects. Compositing is the combining of visual elements from separate sources into single images,
often to create the illusion that all those elements are parts of the same scene. The math behind compositing
was formalized by Porter & Duff (1984) after the preliminary work by Wallace (1981).

Typical examples of compositing are, for example:

http://www.mycorporisfabrica.org/
http://www.mycorporisfabrica.org
http://www.sofa-framework.org
http://natron.fr
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Figure 2. Video compositing using the Natron interface.

- The superimposition of a character filmed on a green background over a scene shot in another place, at
another time, or a computer-generated scene; - The manual detouring (also called rotoscopy) of an element in
a video to embed it in another video, possibly with a different motion; - Artistic modifications of a video, after
shooting a live-action scene or rendering a CGI scene, in order to modify its lighting, colors, depth of field,
camera motion, or to remove noise or add film grain.

A video compositing software is not a 3D computer graphics software, like Blender or Maya, but it is perfectly
suited for combining computer-generated elements produced by other software with live-action video or 2D
animation. Rather than rendering a full 3D scene with the 3D software, which may cost many hours of
computation, the video compositing software can assemble the elements produced separately with a much
more reactive interface and an almost instantaneous visual feedback.

• Participants: Frédéric Devernay, Alexandre Gauthier-Foichat.

• Contact: Frédéric Devernay

• URL: http://natron.fr

6. New Results

6.1. User-centered Models for Shapes and Shape Assemblies
• Scientist in charge: Stefanie Hahmann.

• Other permanent researchers: Marie-Paule Cani, Jean-Claude Léon, Damien Rohmer.

Our goal, is to develop responsive shape models, i.e. 3D models that respond in the expected way under
any user action, by maintaining specific application-dependent constraints (such as a volumetric objects
keeping their volume when bent, or cloth-like surfaces remaining developable during deformation, etc). We
are extending this approach to composite objects made of distributions and/or combination of sub-shapes of
various dimensions.

6.1.1. Shape analysis

http://natron.fr
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Figure 3. Left: Illustration of comparative study of 3D medial axis quality in [21]. Right: Hierarchies for similar
shapes (dancers) in different poses to show that the proposed hierarchy is stable under articulation [22]. Coarser
levels of the hierarchy are consistent even if finer levels are added in the presence of finer details. Also, note that
the hierarchy is retained even with occlusion: The pink level of the left arm of the first dancer is occluded, but the

blue level begins as it should.

Within the post-doc of Thomas Delame a comparative study between 3D skeletonization methods has
been achieved. This work has been summarized as a Eurographics State of the Art [15]. Moreover, a
comparative study of the quality between 3D medial axis was assessed and published in Vision, Modeling
and Visualization [21].

We developed a multilevel analysis method of 2D shapes and used it to find similarities between the different
parts of a shape [22]. Such an analysis is important for many applications such as shape comparison,
editing, and compression. Our robust and stable method decomposes a shape into parts, determines a parts
hierarchy, and measures similarity between parts based on a salience measure on the medial axis, the Weighted
Extended Distance Function, providing a multi-resolution partition of the shape that is stable across scale and
articulation. Comparison with our extensive user study on the MPEG-7 database, see below, demonstrates
that our geometric results are consistent with user perception. This work has been accomplished within a
collaboration between S. Hahmann, Kathryn Leonard (CSUCI), and Geraldine Morin and Axel Carlier (IRIT,
ENSEEIHT). K. Leonard was visiting the Imagine team during several month in 2016 as an invited professor
funded by the ERC Expressive grant.

We also conducted a large user-study and made the results available throughout an open access data base:
The 2D Shape Structure database [9] is a public, user-generated dataset of 2D shape decompositions into
a hierarchy of shape parts with geometric relationships retained. It is the outcome of a large-scale user
study obtained by crowdsourcing, involving over 1200 shapes in 70 shape classes, and 2861 participants.
A total of 41953 annotations has been collected with at least 24 annotations per shape. For each shape, user
decompositions into main shape, one or more levels of parts, and a level of details are available. This database
reinforces a philosophy that understanding shape structure as a whole, rather than in the separated categories
of parts decomposition, parts hierarchy, and analysis of relationships between parts, is crucial for full shape
understanding. We provide initial statistical explorations of the data to determine representative (“mean”)
shape annotations and to determine the number of modes in the annotations. The primary goal of this work is
to make this rich and complex database openly available (through the website http://2dshapesstructure.github.
io), providing the shape community with a ground truth of human perception of holistic shape structure. This
paper has received the « Reproducibility Award » (http://www.reproducibilitystamp.com).

6.1.2. Surface design
Recent surface acquisition technologies based on micro-sensors produce three-space tangential curve data
which can be transformed into a network of space curves with surface normals. In the thesis of Tibor Stanko,
which is funded by the CEA-LETI, we dispose such a mobile device equipped with several micro-sensors.

http://2dshapesstructure.github.io
http://2dshapesstructure.github.io
http://www.reproducibilitystamp.com
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Figure 4. Left: Illustration of results of [14].

The goal of the thesis is to develop surface acquisitions methods using this equipped mobile device. As
a first step, we address the theoretical and algorithmic problem of surfacing an arbitrary closed 3D curve
network with given surface normals. Thanks to the normal vector input, the patch finding problem can be
solved unambiguously and an initial piecewise smooth triangle mesh is computed. The input normals are
propagated throughout the mesh. Together with the initial mesh, the propagated normals are used to compute
mean curvature vectors. We then compute the final mesh as the solution of a new variational optimization
method based on the mean curvature vectors. The intuition behind this original approach is to guide the
standard Laplacian-based variational methods by the curvature information extracted from the input normals.
The normal input increases shape fidelity and allows to achieve globally smooth and visually pleasing shapes.
This work has been presented at Eurographics 2016 as a short paper [25] and GTMG 2016 [26] and has been
published as a journal paper [14].

Figure 5. The terrain data set of Mt Rainier: Surface reconstruction (c) with contour lines (b) from the MS complex
with 69 critical points(a) [31].

Morse-Smale complexes have been proposed to visualize topological features of scalar fields defined on
manifold domains. Herein, three main problems have been addressed in the past: (a) efficient computation
of the initial combinatorial structure connecting the critical points; (b) simplification of these combinatorial
structures; (c) reconstruction of a scalar field in accordance to the simplified Morse-Smale complex. The
PhD thesis of Leo Allemand-Giorgis faces the third problem by proposing a novel approach for computing
a scalar field coherent with a given simplified MS complex that privileges the use of piecewise polynomial
functions [31]. Based on techniques borrowed from shape preserving design in Computer Aided Geometric
Design, our method constructs the surface cell by cell using piecewise polynomial curves and surfaces.
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6.2. Motion & Sound Synthesis
• Scientist in charge: François Faure.
• Other permanent researchers: Marie-Paule Cani, Damien Rohmer, Rémi Ronfard.

Animating objects in real-time is mandatory to enable user interaction during motion design. Physically-
based models, an excellent paradigm for generating motions that a human user would expect, tend to lack
efficiency for complex shapes due to their use of low-level geometry (such as fine meshes). Our goal is
therefore two-folds: first, develop efficient physically-based models and collisions processing methods for
arbitrary passive objects, by decoupling deformations from the possibly complex, geometric representation;
second, study the combination of animation models with geometric responsive shapes, enabling the animation
of complex constrained shapes in real-time. The last goal is to start developing coarse to fine animation models
for virtual creatures, towards easier authoring of character animation for our work on narrative design.

6.2.1. Physically-based models
We proposed a survey on the exhisting adaptative physically based models in Computer Graphics in collabora-
tion with IST Austria, University of Minnesota, and NANO-D Inria team. Models where classified according
to the strategy they use for adaptation, from time-stepping and freezing techniques to geometric adaptivity in
the form of structured grids, meshes, and particles. Applications range from fluids, through deformable bodies,
to articulated solids. The survey has been published as a Eurographics state of the art [13].

In collaboration with the Reproduction et Développement des Plantes Lab (ENS Lyon), we proposed a realistic
three-dimensional mechanical model of the indentation of a flower bud using the SOFA library, in order to
provide a framework for the analysis of force-displacement curves obtained experimentally [12].

6.2.2. Simulating paper material with sound

Figure 6. Left: Geometrical deformation using our geometrical model from [5]. Right: Various paper deformation
and type leading to different synthesized sounds [24].

We developed within the PhD from Camille Schreck a dedicated approach to model a real time deforming
virtual sheet of paper. First we developed a geometrical model interleaving physically based elastic deforma-
tion with a dedicated geometrical correction and remeshing. The key idea consists in modeling the surface
using a set of generalized cones able to model developable ruled surfaces instead of the more traditional
set of triangles. This surface can handle length preservation with respect to the 2D pattern, and permanent
non smooth crumpling appearance. This geometrical model published in ACM Transactions on Graphics in
Dec. 2015 [5] has been presented at ACM SIGGRAPH this summer and is currently under investigation to be
part of Inria Showroom. This model has then been extended to real time sound synthesis of crumpled paper
within the collaboration with Doug James (Stanford University). This method was the first to handle real-time
shape dependent sound synthesis. During the interactive deformation, sudden curvature changes and friction
are detected. These sound generating events are then associated to a geometrical region where the sound res-
onates and defined efficiently using previous geometrical model. Finally, the sound is synthesized using a
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pre-recorded sound data base of crumple and friction events sorted with respect to the resonator region size.
This work has been published at Symposium on Computer Animation [24] and received the best paper award.

6.2.3. Human motion

Figure 7. Live tracking and visualization of a plausible anatomical skeleton following the pose the subject [17].

Armelle Bauer defended her PhD in November, co-advised with TIMC (Jocelyne Troccaz as principal
advisor), on Augmented Reality for the interactive visualization of human anatomy. This is one of the main
achievements of the Living Book of Anatomy project, funded by Labex Persyval. This work was partly
published at the Motion in Games conference (MIG 2016) [17]. It served as a basis for the follow-up ANR
project Anatomy2020 involving Anatoscope, TIMC and LIG laboratories, and Univ Lyon 2.

6.3. Knowledge-based Models for Narrative Design
• Scientist in charge: Rémi Ronfard.
• Other permanent researchers: Marie-Paule Cani, Frédéric Devernay, François Faure, Jean-Claude

Léon, Olivier Palombi.

Our long term goal is to develop high-level models helping users to express and convey their own narrative
content (from fiction stories to more practical educational or demonstrative scenarios). Before being able
to specify the narration, a first step is to define models able to express some a priori knowledge on the
background scene and on the object(s) or character(s) of interest. Our first goal is to develop 3D ontologies
able to express such knowledge. The second goal is to define a representation for narration, to be used in
future storyboarding frameworks and virtual direction tools. Our last goal is to develop high-level models
for virtual cinematography such as rule-based cameras able to automatically follow the ongoing action and
semi-automatic editing tools enabling to easily convey the narration via a movie.

6.3.1. Virtual cameras
Filming live action requires a coincidence of many factors: actors of course, but also lighting, sound capture,
set design, and finally the camera (position, frame, and motion). Some of these, such as sound and lighting,
can be more or less reworked in post-production, but the camera parameters are usually considered to be fixed
at shooting time. We developed two kinds of image-based rendering technique, which allows to change in
post-production either the camera frame (in terms of pan, tilt, and zoom), or the camera position.

To be able to change the camera frame after shooting, we developed techniques to construct a video panorama
from a set of cameras placed roughly at the same position. Video panorama exhibits a specific problem, which
is not present in photo panorama: because the projection centers of the cameras can not physically be at
the same location, there is residual parallax between the video sequences, which produce artifacts when the
videos are stitched together. Sandra Nabil has worked during her PhD on producing video panoramas without
visible artifacts, which can be used to freely pick the camera frame in terms of pan, tilt and zoom during the
post-production phase.
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Modifying the camera position itself is an even greater challenge, since it either requires a perfect 3D
reconstruction of the scene or a dense sampling of the 4D space of optical rays at each time (called the 4D
lightfield). During the PhD of Gregoire Nieto, we developed image-based rendering (IBR) techniques which
are designed to work in cases where the 3D reconstruction cannot be obtained with a high precision, and the
number of cameras used to capture the scene is low, resulting in a sparse sampling of the 4D lightfield.

6.3.2. Virtual actors

Figure 8. Left: Examples of video and animation frames for a dramatic attitude (seductive) played by two
semi-professional actors. Right: Prosodic contours for 8 dramatic attitudes, showing evidence that "scandalized"

and "thinking" strongly stand out from other attitudes.

Following up on Adela Barbelescu’s PhD thesis, we tested the capability of audiovisual parameters (voice
frequency, rhythm, head motion and facial expressions) to discriminate among different dramatic attitudes in
both real actors (video) and virtual actors (3D animation). Using Linear Discriminant Analysis classifiers,
we showed that sentence-level features present a higher discriminating rate among the attitudes and are less
dependent on the speaker than frame and sylable features. We also performed perceptual evaluation tests,
showing that voice frequency is correlated to the perceptual results for all attitudes, while other features, such
as head motion, contribute differently, depending both on the attitude and the speaker. Those new results were
presented at the Interspeech conference [16].

6.4. Creating and Interacting with Virtual Prototypes
• Scientist in charge: Jean-Claude Léon.

• Other permanent researchers: Marie-Paule Cani, Frédéric Devernay, Olivier Palombi, Damien
Rohmer, Rémi Ronfard.

The challenge is to develop more effective ways to put the user in the loop during content authoring. We
generally rely on sketching techniques for quickly drafting new content, and on sculpting methods (in the
sense of gesture-driven, continuous distortion) for further 3D content refinement and editing. The objective
is to extend these expressive modeling techniques to general content, from complex shapes and assemblies
to animated content. As a complement, we are exploring the use of various 2D or 3D input devices to ease
interactive 3D content creation.

6.4.1. Sculpting Virtual Worlds
Extending expressive modeling paradigms to full virtual worlds, with complex terrains, streams and oceans,
and vegetation is a challenging goal. To achieve this, we need to combine procedural methods that accurately
simulate physical, geological and biological phenomena shaping the world, which high level user control. This
year, our work in the area was three-folds:
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Figure 9. Left: Generating a large-scale terrain following fluvial erosion principle from a coarse set of control
parameters [10]. Right: Copy of an animated drop of fluid and its effect on the underlying surface into another

animation [23].

Firstly, in collaboration with Jean Braun, professor in geo-morphology and other colleagues, we designed the
fist efficient simulation method able to take into account large-scale fluvial erosion to shape mountains. This
method was published at Eurographics [10]. We also designed an interactive sculpting system with multi-touch
finger interaction, able to shape mountain ranges based on tectonic forces. This method, combined in real-time
with our erosion simulation process, was submitted for a journal publication.

Secondly, we extended the "Worldbrush" system proposed in 2015 (Emilien et al, Siggraph 2015) in order
to consistently populate virtual worlds with learned statistical distributions of trees and plants. The main
contributor to this project was James Gain, our visiting professor. After clustering the input terrain into
a number of characteristic environmental conditions, we computed sand-box (small-scale) simulations of
ecosystems (plant growth) for each of these conditions, and then used learned statistical models (an extension
of worldbrush) to populate the full terrain with consistent sets of species. This work was submitted for
publication.

Third, we extended interactive sculpting paradigms to the sculpting of liquid simulation results, such as editing
waves on a virtual ocean [23]. Liquid simulations are both compute intensive and very hard to control, since
they are typically edited by re-launching the simulations with slightly different initial conditions until the
user is satisfied. In contrast, our method enables users to directly edit liquid animation results (coming in the
form of animated meshes) in order to directly output new animations. More precisely, the method offer semi-
automatic clustering methods enabling users to select features such as droplets and waves, edit them in space
and time and them paste them back into the current liquid animation or to another one.

6.4.2. Sketch based design
Using 2D sketches is one of the easiest way for creating 3D contents. While prior knowledge on the object
being sketch can be used to retrieve the missing information, and thus consistently inferring 3D, interpreting
more general sketches and generating 3D shapes from them in indeed a challenging long-term goals. This
year, our work in the area was two-folds:

Firstly, we participated to a course on Sketch-based Modeling, presented at both Eurographics 2016 and
Siggraph Asia 2016 [18]. The parts we worked on was sketch-based modeling from prior knowledge, with
the examples of our works on animals, garments (developable surfaces) and trees.

Secondly, we advanced towards the interpretation of general sketches representing smooth, organic shapes.
The key features of our methods are a new approach for aesthetic contour completion, and an interactive
algorithm for progressively interpreting internal silhouettes (suggestive contours) in order to progressively
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Figure 10. Progressive extraction of sub-parts of an input sketch in depth with automatic contour completion [37].

extract sub-parts of the shape from the drawing. These parts are ordered in depth. Our first results were
presented as a poster at the Siggraph 2016 conference [37], and then extended an submitted for publication.
We are now extending them towards the inference of 3D, organic shapes from a 2D sketch.

7. Partnerships and Cooperations

7.1. Regional Initiatives
7.1.1. ARC6 PoTAsse (2015 - 2018)

Participants: Pablo Coves, Jean-Claude Léon, Damien Rohmer.

We received a doctoral grant (AdR) from the ARC6 program to generate functional CAD assemblies from
scanned data (PoTAsse: POint clouds To ASSEmblies) as a collaboration between Imagine team (LJK/Inria)
and Geomod team (LIRIS). Our PhD student Pablo Coves is advised by Jean-Claude Léon and Damien
Rohmer at Imagine, Raphaëlle Chaine and Julie Digne in Geomod team.

7.2. National Initiatives
7.2.1. FUI Collodi (October 2013 - October 2016)

Participants: Francois Faure, Romain Testylier.

This 3-year contract with two industrial partners: TeamTo and Mercenaries Engineering (software for pro-
duction rendering), was a follow-up and a generalization of Dynam’it. The goal was to propose an integrated
software for the animation and final rendering of high-quality movies, as an alternative to the ever-ageing
Maya. It included dynamics similarly to Dynam’it This contract, started in October, funded 2 engineers for 3
years.

This project will be pursued within the new FUI Collodi 2 between 2017 - 2018.

7.3. European Initiatives
7.3.1. ERC Grant Expressive

Title: EXPloring REsponsive Shapes for Seamless desIgn of Virtual Environments.

Programm: ERC Advanced Grant

Duration: 04/2012 - 03/2017

Inria contact: Marie-Paule Cani
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To make expressive and creative design possible in virtual environments, the goal is to totally
move away from conventional 3D techniques, where sophisticated interfaces are used to edit the
degrees of freedom of pre-existing geometric or physical models: this paradigm has failed, since even
trained digital artists still create on traditional media and only use the computer to reproduce already
designed content. To allow creative design in virtual environments, from early draft to progressive
refinement and finalization of an idea, both interaction tools and models for shape and motion need to
be revisited from a user-centred perspective. The challenge is to develop reactive 3D shapes – a new
paradigm for high-level, animated 3D content – that will take form, refine, move and deform based
on user intent, expressed through intuitive interaction gestures inserted in a user-knowledge context.
Anchored in Computer Graphics, this work reaches the frontier of other domains, from Geometry,
Conceptual Design and Simulation to Human Computer Interaction.

7.3.2. PIPER
Title: Position and Personalize Advanced Human Body Models for Injury Prediction

Programm: FP7

Duration: November 2013 - April 2017

Inria contact: F. Faure

In passive safety, human variability is currently difficult to account for using crash test dummies
and regulatory procedures. However, vulnerable populations such as children and elderly need to
be considered in the design of safety systems in order to further reduce the fatalities by protecting
all users and not only so called averages. Based on the finite element method, advanced Human
Body Models for injury prediction have the potential to represent the population variability and
to provide more accurate injury predictions than alternatives using global injury criteria. However,
these advanced HBM are underutilized in industrial R&D. Reasons include difficulties to position
the models – which are typically only available in one posture – in actual vehicle environments, and
the lack of model families to represent the population variability (which reduces their interest when
compared to dummies). The main objective of the project will be to develop new tools to position
and personalize these advanced HBM. Specifications will be agreed upon with future industrial
users, and an extensive evaluation in actual applications will take place during the project. The tools
will be made available by using an Open Source exploitation strategy and extensive dissemination
driven by the industrial partners.Proven approaches will be combined with innovative solutions
transferred from computer graphics, statistical shape and ergonomics modeling. The consortium
will be balanced between industrial users (with seven European car manufacturers represented),
academic users involved in injury bio-mechanics, and partners with different expertise with strong
potential for transfer of knowledge. By facilitating the generation of population and subject-specific
HBM and their usage in production environments, the tools will enable new applications in industrial
R&D for the design of restraint systems as well as new research applications.

7.4. International Research Visitors
7.4.1. Visits of International Scientists

• Jean-Charles Bazin (ETH Zurich): The convergence space of visual computing.

• Ariel Shamir (Interdisciplinary Center, Israel): Creating visual stories.

• Eugene Fiume (Univ. Toronto, Canada): Procedural Speech Synchronization for Facial Animation.

• Rahul Narain (Univ. Minnesota, USA): Adaptivity and Optimization for Physics-Based Animation.

• Christian Jacquemin (Univ. Paris Sud): Arts and science: examples in computer graphics and image
processing, and critical analysis.

• James Gain (Univ. Cape Town, South Africa): Parallel, Realistic and Controllable Terrain Synthesis.

• Nils Thuerey (Technical Univ. of Munich, Germany): Data-driven Fluid Simulation.
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• Bernhard Thomaszewski (Disney Research Zurich, ETH Zurich, Switzerland): Computational De-
sign Tools for the Age of Digital Fabrication.

8. Dissemination

8.1. Promoting Scientific Activities
8.1.1. Scientific Events Organisation
8.1.1.1. Member of the Organizing Committees

Remi Ronfard was
• co-organizer of the Eurographics workshop on intelligent cinematography and editing (WICED) in

Lisbon, Portugal in May 2016.
• co-organizer of the Computational Modeling of Narrative (CMN) conference in Cracow, Poland in

July 2016.

8.1.2. Scientific Events Selection
8.1.2.1. Chair of Conference Program Committees

• Marie-Paule Cani was chosen as Technical Paper Chair of Siggraph 2017 and started working on
this since January 2016, with several meetings in the US throughout the year.

• Stefanie Hahmann was Paper Chair of Symposium on Solid and Physical Modeling (SPM) 2016.

8.1.2.2. Member of the Conference Program Committees

• Marie-Paule Cani served in the Papers Committees of Eurographics 2016 and Siggraph 2016.
• Frédéric Devernay served as a member of the program committee for IEEE CVPR 2016, ECCV

2016, 3DV 2016, CVMP 2016, RFIA 2016.
• Damien Rohmer was member of the International Program Committee for Symposium on Solid and

Physical Modeling (SPM) and Shape Modeling International-Sculpting Event (SMI-FASE). He was
also member of the jury of the best paper for AFIG-EGFR.

• Remi Ronfard was a member of the Program Committees for Motion in Games (MIG 2016), Inter-
national Conference on Interactive Storytelling (ICIDS 2016) and Intelligent Narrative Technology
(INT 2016).

• Stefanie Hahmann serves in the International Program Committee for Eurographics 2016 and Shape
Modeling International (SMI) 2016.

• Jean-Claude Léon was member of the International Program Committee for Symposium on Solid
and Physical Modeling (SPM) and Shape Modeling International-Sculpting Event (SMI-FASE)

8.1.2.3. Reviewer

• Damien Rohmer was reviewer for ACM SIGGRAPH Asia.
• Remi Ronfard was a reviewer for Computer Vision and Pattern Recognition (CVPR) and Computer

Human Interface (CHI) conferences in 2016.

8.1.3. Journal
8.1.3.1. Member of the Editorial Boards

• Marie-Paule Cani is an Associate Editor of ACM Transactions on Graphics (TOG).
• Stefanie Hahmann was a guest Editor of the journal CAD Vol. 78 (Elsevier): Special Issue on

Solid and Physical Modeling SPM’16, (eds.) Mario Botsch (Allemagne), Stefanie Hahmann, Scott
Schaefer (USA).

• Jean-Claude Léon is an Associate Editor of CAD (Elsevier)
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8.1.3.2. Reviewer - Reviewing Activities

• Remi Ronfard was a reviewer for the « Computers and Graphics » and « Graphical Models » journals
in 2016.

• Stefanie Hahmann was a reviewer for the journals CAGD and CAD

• Jean-Claude Léon was a reviewer for the journal ASME JCISE

8.1.4. Invited Talks
Marie-Paule Cani gave the following invited talks

• Towards the Expressive Design of Virtual Worlds: Combining Knowledge and Control. Key-note
talk, Eurographics’2016, Lisbon, Portugal, May 2016.

• Expressive 3D Modeling: User-centered models for seamless creation through gestures. Key-note
talk, Graphics Interface’2016, Victoria, Canada June 2016

• Modélisation 3D expressive: du design numérique à la création de mondes virtuels animés. 3h talks
for the Computer Science students of ENS Paris-Saclay (previously called ENS Cachan)

• Towards the Expressive Design of Virtual Worlds: Combining Knowledge and Control. Inria Sophia
Antipolis colloquium series, September 2016.

• Modélisation 3D Expressive : du design numérique à la création de mondes virtuels animés. Invited
lecture. l’Université de Corse, Corte, Octobre 2016.

• Expressive 3D modeling: from digital design to the creation of animated virtual worlds. Computer
Science colloquium, University Paris VI, November 2016.

Rémi Ronfard gave the following invited talks

• Directing virtual worlds, Xerox Research Center Europe, Meylan.

• The prose storyboard language, a tool for annotating and directing movies, Research seminar on
digital images, ENS Ulm, February 11, 2016.

• Directing virtual worlds, Disney Research, Zurich.

• Génération et montage de rushes cinématographiques par analyse vidéo et application aux captations
de théâtre. Séminaire en humanités numériques: Valoriser la recherche en arts performatifs par le
numérique, Maison des Sciences de l’Homme, Lille, April 18, 2016.

• Can computers pay attention ? Journée d’étude sur Attention humaine / Exo-attention computation-
nelle (Human Attention / Computational Exo-Attention) at University Grenoble Alpes, October 13,
2016.

8.1.5. Scientific Expertise
• Marie-Paule Cani

– was a reviewer for a consolidator and a starting ERC project.

– did some consulting for Disney Research, Zurich.

• Remi Ronfard

– was a reviewer for the AXIOM GAMMA project at the European Commission (review
meetings in March and July 2016).

– was a member of the scientific committee at IMAGINOVE in 2016.

• Stefanie Hahmann

– was an expert for the Netherlands Organisation for Scientific Research.

– serves as a member of the Advisory Board (2014-2018) for the Européen Marie-Curie
Training Network ARCADES.

8.1.6. Research Administration
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• Marie-Paule Cani served as first Vice-Chair and chair of the Steering Committee of the Eurographics
association.

• Marie-Paule Cani and Rémi Ronfard are elected members of the executive board (CA) of EG-France,
the french chapter of Eurographics.

• Marie-Paule Cani became joint director of Laboratoire Jean Kuntzmann from July 2016.

• Damien Rohmer is member of the Conseil d’Administration of Association Française
d’Informatique Graphique (AFIG).

• Rémi Ronfard

– was the Head of the Image and Geometry Department at Laboratoire Jean Kuntzmann until
July 2016.

– is the co-organizer of the action « Visage, geste, action et comportement » at GDR ISIS.

– has been the head (by interim) of the Imagine team from April 2016.

• Stefanie Hahmann

– is an elected member of the Executive Committee of SMA (Solid Modeling Association)
since 2013.

– is the head of the French working group "GTMG" (Groupe de travail en Modélisation
Géométrique) part of the CNRS GDR IM and GDR IGRV.

– was member of the Conseil de laboratoire of the LJK lab.

8.2. Teaching - Supervision - Juries
8.2.1. Teaching

• Marie-Paule Cani is responsible for two courses at Ensimag/Grenoble-INP: 3D Graphics (a course
that attracts about 80 master 1 students per year) and IRL (Introduction à la recherche en laboratoire),
a course enabling engineering students to work on a personal project in a research lab during one
semester, to get an idea of what academic research is.

• Stefanie Hahmann is co-responsible of the department MMIS (Images and Applied Maths) at
Grenoble INP with 120 students. (http://ensimag.grenoble-inp.fr/cursus-ingenieur/modelisation-
mathematique-images-simulation-124674.kjsp)

Stefanie Hahmann had teaching load of 192h per year. She is responsible of 3 courses at En-
simag/Grenoble INP: Numerical Methods (240 students, 3rd year Bachelor level), Geometric Mod-
eling (60 students, Master 1st year) and Surface Modeling (30 students, Master 2nd year).

• Olivier Palombi is responsible of the French Campus numérique of anatomy. He is responsible and
national leader of the project SIDES (http://side-sante.org/). All the French medical schools (43)
have planed to use the same e-learning framework (SIDES) to manage evaluations (examen) and to
create a large shared database of questions.

• François Faure was responsible of the GVR-(Graphics, Vision and Robotic) program in the MOSIG
Master.

• Damien Rohmer is coordinator of the Math, Signal, Image program at the engineering school CPE
Lyon in supervising the scientific and technical content of the program. He is also co-responsible of
the Image, Modeling & Computing specialization program attracting 35 students per year. He gives,
and is responsible, for of one Computer Science class (130 student, 3rd year Bachelor level), an
introductory Computer Graphics class (110 students, Master 1st year), and 5 specialization classes
on C++ programming, OpenGL programming, 3D modeling, animation and rendering (35 students,
Master 1st and 2nd year). He coordinates the association between CPE and the new computer
graphics master program ID3D (Image, Développement et Technologie 3D) from University Lyon1.
He also coordinates the association between CPE and the Gamagora computer game project.

http://ensimag.grenoble-inp.fr/cursus-ingenieur/modelisation-mathematique-images-simulation-124674.kjsp
http://ensimag.grenoble-inp.fr/cursus-ingenieur/modelisation-mathematique-images-simulation-124674.kjsp
http://campusdanatomie.org
http://side-sante.org/
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• Rémi Ronfard taught courses in Computational modeling of narrative texts, movies and games,
MSTII Doctoral School, University Grenoble Alpes (18 hours in March-April 2016); Game Engine
Programming, M2R IMAGINA, University of Montpellier (36 hours in October-December 2016)
and Advanced 3D animation, M2R MOSIG, University of Grenoble Alpes (12 hours in December
2016).

• Jean-Claude Léon is in charge of the module Mechanical Systems at Grenoble-INP ENSE3 (300
students, 64h, coordination of three courses)

• Frédéric Devernay teaches Computer Science and Algorithmics to L1 and L2 students (Cycle
Préparatoire Polytechnique : CPP) at INP Grenoble (50h).

Note that MOSIG is joint master program between University Joseph Fourier (UJF) and Institut Polytechnique
de Grenoble (INPG) taught in English since it hosts a number of internal students. It belongs to the doctoral
school MSTII.

Most of the members of our team are Professor or Assistant Professor in University where the common
teaching load is about 200h per year. Rémi Ronfard who is only researcher usually perform some teaching
in vacations.

8.2.2. Supervision
• PhD: Léo Allemand-Giorgis. Reconstruction de surfaces à partir de complexes de Morse-Smale.

Thèse MENRT. October 2012-Juin 2016. Stefanie Hahmann and GP Bonneau (Maverick team).
• PhD: Pierre-Luc Manteaux. Simulation et contrôle de phénomènes physiques. Grenoble University.

October 2012-September 2016. Marie-Paule Cani and François Faure.
• PhD: Camille Schreck. Interactive deformation of virtual paper. Grenoble Université, October 2013

- October 2016. Stefanie Hahmann, Damien Rohmer.
• PhD: Ulysse Vimont. Novel Methods for the Interactive Design of Complex Objects and Animations

October 2013 - November 2016. Marie-Paule Cani, Damien Rohmer.
• PhD in progress: Romain Brégier (Université de Grenoble Alpes), Dévracage d’objets à l’aide

de bras robotisés, encadrée par Frédéric Devernay et dirigée par James Crowley (LIG, Grenoble),
soutenance prévue en octobre 2017.

• PhD in progress: Guillaume Cordonnier. Graphical simulation of mountains based on geology.
Grenoble university. October 2015-September 2018. Marie-Paule Cani and Eric Galin.

• PhD in progress: Pablo Coves, From Point Cloud Data to Functional CAD Model. Grenoble
Universit. Jean-Claude Léon, Damien Rohmer, Raphaëlle Chaine (LIRIS), Julie Digne (LIRIS).

• PhD in progress: Sébastien Crozet, Calcul de distance minimale entre solides B-Rep CAO pour
des applications de simulations mécaniques temps réelles, Janvier 2015- Décembre 2017. Frédéric
Devernay.

• PhD in progress: Even Entem. 3D modelling from a sketch. Grenoble University. November 2013-
March 2017. Marie-Paule Cani and Loic Barthe (IRIT Toulouse).

• PhD in progress: Amélie Fondevilla. Sculpting and animating developable surfaces with video
embedding, Thèse MENRT. October 2016 - September 2021. Stefanie Hahmann.

• PhD in progress: Geoffrey Guingo. Synthesis of animated textures. Grenoble university. October
2015-September 2018. Marie-Paule Cani, Jean-Michel Dischler and Basile Sauvage.

• PhD in progress: Sandra Nabil (Université de Grenoble Alpes), Vidéo panoramique 360 dégrés à
très haute résolution, encadrée par Frédéric Devernay et dirigée par James Crowley (LIG, Grenoble),
soutenance prévue en octobre 2018.

• PhD in progress: Grégoire Niéto (Université de Grenoble Alpes), Dispositifs de capture de type
«caméra plénoptique» pour la vision à grande distance, et algorithmes de traitement et de visuali-
sation, encadrée par Frédéric Devernay et dirigée par James Crowley (LIG, Grenoble), soutenance
prévue en octobre 2017.
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• PhD in progress: Robin Roussel. Function-aware design for objects to be fabricated. UCL London.
Octber 2015-September 2018.Niloy Mitra, Marie-Paule Cani and Jean-Claude Léon.

• PhD in progress: Tibor Stanko. Modélisation de surfaces lisses maillées à partir de capteurs
inertiels. Thèse CEA. October 2014- September 2017. Stefanie Hahmann and GP Bonneau.

• M2R: Thibault Blanc-Beyne, Ensimag, Géraldine Morin (ENSEEIHT), Stefanie Hahmann
• M2R: Amélie Fondevilla, Ensimag, Stefanie Hahmann, Damien Rohmer
• M2R Maxime Garcia, ENSIMAG/MOSIG, Rémi Ronfard
• M2R: Thibault Lejemble, Ensimag, Stefanie Hahmann, Damien Rohmer
• M2R: Kevin Le Run, L3, ENS Cachan, Rémi Ronfard
• M2R: Estelle Noé, ParisTech et KTH, Damien Rohmer, Stefanie Hahmann, Marie-Paule Cani
• M2R: Aymeric Séguret, M2GICAO, Jean-Claude Léon,

8.2.3. Juries
• Marie-Paule Cani was member of the PhD committees of Elisabeth Rousset (Equipe IIHM, UGA),

Yoann Weber (Université de Limoges), and Hamza Chouh (CEA Saclay - Université de Lyon).
• Remi Ronfard was a reader (rapporteur) for the PhD thesis of Fabio Zund, Augmented reality

storytelling, ETH Zurich, October 2016.
• Stefanie Hahmann was a reviewer (rapporteur) for the PhD thesis of Florian Canezin (Univ.

Toulouse), Hoang Ha Nguyen (Université Aix-Marseille) and Ngels Cervero (UPC Universitat
Politènica de Catalunya, Barcelona).

• Jean-Claude Léon was reviewer (apporteur) for the PhD thesis of Lei Zhang (Ecole Centrale
Marseille)

8.3. Popularization
Marie-Paule Cani

• “Façonner l’Imaginaire. . . ”: Towards the Expressive Design of Animated Virtual Worlds “Imagina-
tion Week de l’ESSEC, Paris, Janvier 2016.

• Formes, mouvements, et mondes virtuels. . . Quel média pour façonner l’imaginaire ? Forum des
savoirs, Rouen, 2016. Exposé également donné à l’Institut de Biologie de Paris VI, octobre 2016.

• participation to a Round Table within the conference:“Mathématiques Oxygène du Numérique”,
Paris, November 2016.

Damien Rohmer gave a presentation on
• Researches and applications in Computer Graphics to ENS Lyon students.
• Scientific image production to mathematiciens scientists at the MMI (Maison des Mathématiques et

de l’Informatique) in Lyon.
• Garment and developable surface modeling at the R3iLab (Réseau innovation immatérielle pour

l’industrie).

Rémi Ronfard
• Eye tracking and the arts. Invited talk at Experimenta, Grenoble, October 2016.
• Artificial Intelligence and the arts. Invited talk at Atelier Arts et Science, CEA/Hexagone, Grenoble,

October 2016.
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