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2. Overall Objectives
2.1. Overview

During the twentieth century, the development of macroscopic engineering has been largely stimulated by
progress in numerical design and prototyping: cars, planes, boats, and many other manufactured objects
are nowadays designed and tested on computers. Digital prototypes have progressively replaced actual ones,
and effective computer-aided engineering tools have helped cut costs and reduce production cycles of these
macroscopic systems.

The twenty-first century is most likely to see a similar development at the atomic scale. Indeed, the recent
years have seen tremendous progress in nanotechnology - in particular in the ability to control matter at the
atomic scale. The nanoscience revolution is already impacting numerous fields, including electronics and
semiconductors, textiles, energy, food, drug delivery, chemicals, materials, the automotive industry, aerospace
and defense, medical devices and therapeutics, medical diagnostics, etc. According to some estimates, the
world market for nanotechnology-related products and services will reach one trillion dollars by 2015. Nano-
engineering groups are multiplying throughout the world, both in academia and in the industry: in the USA,
the MIT has a “NanoEngineering” research group, Sandia National Laboratories created a “National Institute
for Nano Engineering”, to name a few; China founded a “National Center for Nano Engineering” in 2003, etc.
Europe is also a significant force in public funding of nanoscience and nanotechnology.

Similar to what has happened with macroscopic engineering, powerful and generic computational tools will
be employed to engineer complex nanosystems, through modeling and simulation.

Modeling and simulation of natural or artificial nanosystems is still a challenging problem, however, for at
least three reasons: (a) the number of involved atoms may be extremely large (liposomes, proteins, viruses,
DNA, cell membrane, etc.); (b) some chemical, physical or biological phenomena have large durations (e.g.,
the folding of some proteins); and (c) the underlying physico-chemistry of some phenomena can only be
described by quantum chemistry (local chemical reactions, isomerizations, metallic atoms, etc.). The large
cost of modeling and simulation constitutes a major impediment to the development of nanotechnology.

The NANO-D team aims at developing efficient computational methods for modeling and simulation of
complex nanosystems, both natural (e.g., the ATPase engine and other complex molecular mechanisms found
in biology) and artificial (e.g., NEMS - Nano Electro-Mechanical Systems).

In particular, the group develops novel multiscale, adaptive modeling and simulation methods, which automat-
ically focus computational resources on the most relevant parts of the nanosystems under study.

2.2. Research axes
The goal of the NANO-D group is to help current and future designers of nanosystems, i.e. systems studied or
designed at the atomic scale (whether natural or artificial, independently of the application domain, including
structural biology, material science, chemistry, etc.) by developing the foundations of a software application
which will run on a desktop computer, and will allow for efficient analysis, design, modeling and
simulation of nanosystems.

To achieve this, we will be developing a series of adaptive methods and algorithms that allow users to focus
computational resources on the parts of the models that they want to simulate, and that allow to finely trade
between speed and precision.
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In parallel, we will develop the architecture of a new desktop application for virtual prototyping of nanosys-
tems, and will integrate all our algorithms into this application. Furthermore, the architecture of this platform
will be open, so that independent developers may add modules, for multiple application domains (physics,
biology, chemistry, materials, electronics, etc.). With this open platform, we will attempt to federate the re-
search performed in computational nanoscience throughout the world.

This application is called SAMSON: “Software for Adaptive Modeling and Simulation Of Nanosystems”.

Our two research axes are:
1. Developing adaptive algorithms for simulating nanosystems

– Defining adaptive Hamiltonians: In order to be able to perform simulations with good
mathematical properties, we are expanding on our recent work on adaptively restrained
Hamiltonians [22], i.e. modified Hamiltonian representations of molecular systems that
are able to switch degrees of freedom on and off during a simulation. These will allow us
to finely trade between precision and computational performance, by choosing arbitrarily
the number of degrees of freedom. Even though we have already obtained some promising
results in this domain, our goal is to develop several different simplification methods.

– Developing algorithms for incremental potential update: In order to benefit from
performing adaptive particle simulations, we need to develop a series of algorithms
that will take advantage of the fact that some (potentially relative) atomic positions are
frozen. We have already demonstrated how this is possible for torsion-angle quasi-static
simulation of classical bio-molecular force-fields [67], for neighbor search between large
rigid molecules [21], and for bond-order reactive force-fields [25]. We are developing new
algorithms for incremental neighbor search, energy and force updates corresponding to the
adaptive Hamiltonians that we are defining.

2. Developing algorithms for modeling molecular interactions
– Developing knowledge-driven methods, potentials and algorithms: Over time, more

and more experimental information becomes available. One can use this information
to predict and discover new types of molecular interactions and various mechanisms
or molecular organization. For example, currently there are more than 50,000 protein
structures of a high resolution stored in the Protein Data Bank [23] and over 500,000
structures of small molecules stored in the Cambridge Structural Database [17]. We are
developing algorithms for protein-protein interactions and protein-ligand interactions.

– Developing parametrization algorithms for interaction potentials: Molecular models
typically require their own potential energy function (or a forcefield) to be assigned. How-
ever, the development of a new potential function is a very difficult and sometimes chal-
lenging task [43]. Therefore, we are developing algorithms for automatic parametrization
of new potential functions for some particular representations of a molecular system.

– Developing algorithms for exhaustive sampling: Some application domains, such as
computational docking, cryo-EM rigid-body fitting, etc., require sampling in a low-
dimensional space. For such applications it is advantageous to perform an exhaustive
search rather than accelerated sampling [64]. Therefore, we are developing fast search
methods to perform exhaustive search.

3. Research Program

3.1. The need for practical design of nanosystems
Computing has long been an essential tool of engineering. During the twentieth century, the development
of macroscopic engineering has been largely stimulated by progress in numerical design and prototyping.
Cars, planes, boats, and many other manufactured objects are nowadays, for the most part, designed and
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tested on computers. Digital prototypes have progressively replaced actual ones, and effective computer-aided
engineering tools (e.g., CATIA, SolidWorks, T-FLEX CAD, Alibre Design, TopSolid, etc.) have helped cut
costs and reduce production cycles of macroscopic systems [66].

The twenty-first century is most likely to see a similar development at the atomic scale. Indeed, the recent years
have seen tremendous progress in nanotechnology. The magazine Science, for example, recently featured a
paper demonstrating an example of DNA nanotechnology, where DNA strands are stacked together through
programmable self-assembly [35]. In February 2007, the cover of Nature Nanotechnology showed a “nano-
wheel” composed of a few atoms only. Several nanosystems have already been demonstrated, including a
de-novo computationally designed protein interface [37], a wheelbarrow molecule [44], a nano-car [70], a
Morse molecule [18], etc. Typically, these designs are optimized using semi-empirical quantum mechanics
calculations, such as the semi-empirical ASED+ calculation technique [19].

While impressive, these are but two examples of the nanoscience revolution already impacting numerous
fields, including electronics and semiconductors [53], textiles [52], [40], energy [55], food [29], drug delivery
[39], [72], chemicals [41], materials [30], the automotive industry [16], aerospace and defense [38], medical
devices and therapeutics [33], medical diagnostics [73], etc. According to some estimates, the world market for
nanotechnology-related products and services will reach one trillion dollars by 2015 [65]. Nano-engineering
groups are multiplying throughout the world, both in academia and in the industry: in the USA, the MIT has
a “NanoEngineering” research group, Sandia National Laboratories created a “National Institute for Nano
Engineering”, to name a few; China founded a “National Center for Nano Engineering” in 2003, etc. Europe
is also a significant force in public funding of nanoscience and nanotechnology and, in Europe, Grenoble and
the Rhone-Alpes area gather numerous institutions and organizations related to nanoscience.

Of course, not all small systems that currently fall under the label “nano” have mechanical, electronic, optical
properties similar to the examples given above. Furthermore, current construction capabilities lack behind
some of the theoretical designs which have been proposed, such as the planetary gear designed by Eric Drexler
at Nanorex. However, the trend is clearly for adding more and more functionality to nanosystems. While
designing nanosystems is still very much an art mostly performed by physicists, chemists and biologists in labs
throughout the world, there is absolutely no doubt that fundamental engineering practices will progressively
emerge, and that these practices will be turned into quantitative rules and methods. Similar to what has
happened with macroscopic engineering, powerful and generic software will then be employed to engineer
complex nanosystems.

3.2. Challenges of practical nanosystem design
As with macrosystems, designing nanosystems will involve modeling and simulation within software appli-
cations: modeling, especially structural modeling, will be concerned with the creation of potentially complex
chemical structures such as the examples above, using a graphical user interface, parsers, scripts, builders,
etc.; simulation will be employed to predict some properties of the constructed models, including mechanical
properties, electronic properties, chemical properties, etc.

In general, design may be considered as an “inverse simulation problem”. Indeed, designed systems often
need to be optimized so that their properties — predicted by simulation — satisfy specific objectives and
constraints (e.g. a car should have a low drag coefficient, a drug should have a high affinity and selectivity to
a target protein, a nano-wheel should roll when pushed, etc.). Being the main technique employed to predict
properties, simulation is essential to the design process. At the nanoscale, simulation is even more important.
Indeed, physics significantly constrains atomic structures (e.g. arbitrary inter-atomic distances cannot exist),
so that a tentative atomic shape should be checked for plausibility much earlier in the design process (e.g.
remove atomic clashes, prevent unrealistic, high-energy configurations, etc.). For nanosystems, thus, efficient
simulation algorithms are required both when modeling structures and when predicting systems properties.
Precisely, an effective software tool to design nanosystems should (a) allow for interactive physically-
based modeling, where all user actions (e.g. displacing atoms, modifying the system’s topology, etc.) are
automatically followed by a few steps of energy minimization to help the user build plausible structures, even
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for large number of atoms, and (b) be able to predict systems properties, through a series of increasingly
complex simulations.

3.3. Current simulation approaches
Even though the growing need for effective nanosystem design will still increase the demand for simulation,
a lot of research has already gone into the development of efficient simulation algorithms. Typically, two
approaches are used: (a) increasing the computational resources (use super-computers, computer clusters,
grids, develop parallel computing approaches, etc.), or (b) simulating simplified physics and/or models. Even
though the first strategy is sometimes favored, it is expensive and, it could be argued, inefficient: only a few
supercomputers exist, not everyone is willing to share idle time from their personal computer, etc. Surely, we
would see much less creativity in cars, planes, and manufactured objects all around if they had to be designed
on one of these scarce super-resources.

The second strategy has received a lot of attention. Typical approaches to speed up molecular mechanics
simulation include lattice simulations [75], removing some degrees of freedom (e.g. keeping torsion angles
only [51], [71]), coarse-graining [74], [68], [20], [69], multiple time step methods [61], [62], fast multipole
methods [34], parallelization [46], averaging [28], multi-scale modeling [27], [24], reactive force fields
[26], [78], interactive multiplayer games for predicting protein structures [32], etc. Until recently, quantum
mechanics methods, as well as mixed quantum / molecular mechanics methods were still extremely slow.
One breakthrough has consisted in the discovery of linear-scaling, divide-and-conquer quantum mechanics
methods [76], [77].

Overall, the computational community has already produced a variety of sophisticated simulation packages,
for both classical and quantum simulation: ABINIT, AMBER, CHARMM, Desmond, GROMOS and GRO-
MACS, LAMMPS, NAMD, ROSETTA, SIESTA, TINKER, VASP, YASARA, etc. Some of these tools are
open source, while some others are available commercially, sometimes via integrating applications: Ascalaph
Designer, BOSS, Discovery Studio, Materials Studio, Maestro, MedeA, MOE, NanoEngineer-1, Spartan, etc.
Other tools are mostly concerned with visualization, but may sometimes be connected to simulation pack-
ages: Avogadro, PyMol, VMD, Zodiac, etc. The nanoHUB network also includes a rich set of tools related to
computational nanoscience.

To the best of our knowledge, however, all methods which attempt to speed up dynamics simulations perform
a priori simplification assumptions, which might bias the study of the simulated phenomenon. A few recent,
interesting approaches have managed to combine several levels of description (e.g. atomistic and coarse-
grained) into a single simulation, and have molecules switch between levels during simulation, including
the adaptive resolution method [57], [58], [59], [60], the adaptive multiscale method [54], and the adaptive
partitioning of the Lagrangian method [42]. Although these approaches have demonstrated some convincing
applications, they all suffer from a number of limitations stemming from the fact that they are either ad hoc
methods tuned to fix specific problems (e.g. fix density problems in regions where the level of description
changes), or mathematically founded methods that necessitate to “calibrate” potentials so that they can be
mixed (i.e. all potentials have to agree on a reference point). In general, multi-scale methods, even when
they do not allow molecules to switch between levels of detail during simulation, have to solve the problem
of rigorously combining multiple levels of description (i.e. preserve statistics, etc.), of assigning appropriate
levels to different parts of the simulated system (“simplify as much as possible, but not too much”), and of
determining computable mappings between levels of description (especially, adding back detail when going
from coarse-grained descriptions to fine-grained descriptions).

3.4. Research axes
The goal of the NANO-D group is to help current and future designers of nanosystems, i.e. systems studied or
designed at the atomic scale (whether natural or artificial, independently of the application domain, including
structural biology, material science, chemistry, etc.) by developing the foundations of a software application
which will run on a desktop computer, and will allow for efficient analysis, design, modeling and
simulation of nanosystems.
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To achieve this, we will be developing a series of adaptive methods and algorithms that allow users to focus
computational resources on the parts of the models that they want to simulate, and that allow to finely trade
between speed and precision.

In parallel, we will develop the architecture of a new desktop application for virtual prototyping of nanosys-
tems, and will integrate all our algorithms into this application. Furthermore, the architecture of this platform
will be open, so that independent developers may add modules, for multiple application domains (physics,
biology, chemistry, materials, electronics, etc.). With this open platform, we will attempt to federate the re-
search performed in computational nanoscience throughout the world.

This application is called SAMSON: “Software for Adaptive Modeling and Simulation Of Nanosystems”.

Our two research axes are:
1. Developing adaptive algorithms for simulating nanosystems

– Defining adaptive Hamiltonians: In order to be able to perform simulations with good
mathematical properties, we are expanding on our recent work on adaptively restrained
Hamiltonians[22], i.e. modified Hamiltonian representations of molecular systems that are
able to switch degrees of freedom on and off during a simulation. These will allow us to
finely trade between precision and computational performance, by choosing arbitrarily the
number of degrees of freedom. Even though we have already obtained some promising
results in this domain, our goal is to develop several different simplification methods.

– Developing algorithms for incremental potential update: In order to benefit from
performing adaptive particle simulations, we need to develop a series of algorithms
that will take advantage of the fact that some (potentially relative) atomic positions are
frozen. We have already demonstrated how this is possible for torsion-angle quasi-static
simulation of classical bio-molecular force-fields [67], for neighbor search between large
rigid molecules [21], and for bond-order reactive force-fields [25]. We are developing new
algorithms for incremental neighbor search, energy and force updates corresponding to the
adaptive Hamiltonians that we are defining.

2. Developing algorithms for modeling molecular interactions
– Developing knowledge-driven methods, potentials and algorithms: Over time, more

and more experimental information becomes available. One can use this information
to predict and discover new types of molecular interactions and various mechanisms
or molecular organization. For example, currently there are more than 50,000 protein
structures of a high resolution stored in the Protein Data Bank [23] and over 500,000
structures of small molecules stored in the Cambridge Structural Database [17]. We are
developing algorithms for protein-protein interactions and protein-ligand interactions.

– Developing parametrization algorithms for interaction potentials: Molecular models
typically require their own potential energy function (or a forcefield) to be assigned. How-
ever, the development of a new potential function is a very difficult and sometimes chal-
lenging task [43]. Therefore, we are developing algorithms for automatic parametrization
of new potential functions for some particular representations of a molecular system.

– Developing algorithms for exhaustive sampling: Some application domains, such as
computational docking, cryo-EM rigid-body fitting, etc., require sampling in a low-
dimensional space. For such applications it is advantageous to perform an exhaustive
search rather than accelerated sampling [64]. Therefore, we are developing fast search
methods to perform exhaustive search.

4. Application Domains
4.1. Overview

NANO-D is a priori concerned with all applications domains involving atomistic representations, including
chemistry, physics, electronics, material science, biology, etc.
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Historically, though, our first applications have been in biology, as the next two sections detail. Thanks to
the development of algorithms to efficiently simulate reactive force fields, as well as to perform interactive
quantum mechanical calculations, however, we now have the possibility to address problems in chemistry, and
physics.

4.2. Structural Biology
Structural biology is a branch of molecular biology, biochemistry, and biophysics concerned with the molec-
ular structure of biological macromolecules, especially proteins and nucleic acids. Structural biology studies
how these macromolecules acquire the structures they have, and how alterations in their structures affect their
function. The methods that structural biologists use to determine the structure typically involve measurements
on vast numbers of identical molecules at the same time, such as X-Ray crystallography, NMR, cryo-electron
microscopy, etc. In many cases these methods do not directly provide the structural answer, therefore new
combinations of methods and modeling techniques are often required to advance further.

We develop a set of tools that help biologists to model structural features and motifs not resolved experimen-
tally and to understand the function of different structural fragments.

• Symmetry is a frequent structural trait in molecular systems. For example, most of the water-soluble
and membrane proteins found in living cells are composed of symmetrical subunits, and nearly
all structural proteins form long oligomeric chains of identical subunits. Only a limited number of
symmetry groups is allowed in crystallography, and thus, in many cases the native macromolecular
conformation is not present on high-resolution X-ray structures. Therefore, to understand the realistic
macromolecular packing, modeling techniques are required.

• Many biological experiments are rather costly and time-demanding. For instance, the complexity of
mutagenesis experiments grows exponentially with the number of mutations tried simultaneously.
In other experiments, many candidates are tried to obtain a desired function. For example, about
250,000 candidates were tested for the recently discovered antibiotic Platensimycin. Therefore, there
is a vast need in advance modeling techniques that can predict interactions and foresee the function
of new structures.

• Structure of many macromolecules is still unknown. For other complexes, it is known only partially.
Thus, software tools and new algorithms are needed by biologists to model missing structural
fragments or predict the structure of those molecule, where there is no experimental structural
information available.

4.3. Pharmaceutics and Drug Design
Drug design is the inventive process of finding new medications based on the knowledge of the biological
target. The drug is most commonly an organic small molecule which activates or inhibits the function of
a biomolecule such as a protein, which in turn results in a therapeutic benefit to the patient. In the most
basic sense, drug design involves design of small molecules that are complementary in shape and charge to
the biomolecular target to which they interact and therefore will bind to it. Drug design frequently relies on
computer modeling techniques. This type of modeling is often referred to as computer-aided drug design.

Structure-based drug design attempts to use the structure of proteins as a basis for designing new ligands
by applying accepted principles of molecular recognition. The basic assumption underlying structure-based
drug design is that a good ligand molecule should bind tightly to its target. Thus, one of the most important
principles for designing or obtaining potential new ligands is to predict the binding affinity of a certain ligand
to its target and use it as a criterion for selection.

We develop new methods to estimate the binding affinity using an approximation to the binding free energy.
This approximation is assumed to depend on various structural characteristics of a representative set of
native complexes with their structure solved to a high resolution. We study and verify different structural
characteristics, such as radial distribution functions, and their affect on the binding free energy approximation.
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Step 0 Step 1

Step 2 Step 3

Final step - Side view Final step - Top view

Figure 1. Snapshots of a nanotube capping process with the adaptive interactive modeler. Thanks to the adaptive
methodology, this operation can be done in a few minutes.
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4.4. Nano-engineering
In general, we want to develop methods to ease nano-engineering of artificial nanosystems, such as the
ones described above (DNA nanotechnology, nano-mechanisms, etc.). We have shown, for example, that our
incremental and adaptive algorithms allow us to easily edit and model complex shapes, such as a nanotube
(Fig. 1) and the “nano-pillow” below (Fig. 2). Please read more about the SAMSON software platform for
more examples.

Figure 2. Different steps to prototype a “nano-pillow” with the adaptive interactive modeler.

5. New Software and Platforms

5.1. SAMSON
Software for Adaptive Modeling and Simulation Of Nanosystems
KEYWORDS: Bioinformatics - Simulation - Nanosystems - Structural Biology - Chemistry
SCIENTIFIC DESCRIPTION
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Please refer to https://www.samson-connect.net
FUNCTIONAL DESCRIPTION

SAMSON is a software platform for real-time modelling and simulation of natural or artificial nanosystems.
The objective is to make SAMSON a generic application for computer-aided design of nanosystems, similar
to existing applications for macrosystem prototyping (CATIA, SolidWorks, etc.).

• Contact: Stéphane Redon

• URL: http://www.samson-connect.net/

6. New Results

6.1. Development of a novel minimization method
Participants: Clement Beitone, Stephane Redon.

Finding the optimized configuration of a system of particles so that it minimizes the energy of the system
is a very common task in the field of particles simulation. More precisely, we are interested in finding the
closest atomic structure located at a minima on the Potential Energy Surface (PES) starting from a given
initial configuration. Achieving faster but reliable minimizations of such systems help to enhance a wide
range of applications in molecular dynamics. To improve the efficiency of the convergence some authors have
proposed alternative methods to the steepest descent algorithm; for example, the conjugate gradient technique
or the Fast Inertial Relaxation Engine (FIRE).

In this work, we are developing a novel method that helps to increase the efficiency and the reliability of
existing optimizers, e.g. FIRE and Interactive Modelling (IM).

We have implemented the modified versions of these algorithms along with others optimization algorithms
like L-BFGS and Conjugate Gradient as state updaters in SAMSON. To assess the efficiency of the proposed
approaches we have developed an App in SAMSON that allows us to reliably and conveniently probe several
criteria during the minimization process (Figure 3).

Figure 3. Comparison of different optimizers with the proposed methods on the fullerene C240. For this experiment
the force field used to model the interactions between the atoms is the Brenner potential.

http://www.samson-connect.net/
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6.2. Parallel algorithms for adaptive molecular dynamics simulations
Participants: Dmitriy Marin, Stephane Redon.

We have developed a parallel implementation of Adaptively Restrained Particle Simulations (ARPS) in
LAMMPS Molecular Dynamics Simulator with the usage of Kokkos 1 package. The main idea of the
ARPS method [22] is to speed up particle simulations by adaptively switching on and off positional degrees
of freedom, while letting momenta evolve; this is done by using adaptively restrained Hamiltonian. The
developed parallel implementation allows us to run LAMMPS with ARPS integrator on central processing
units (CPU), graphics processing units (GPU), or many integrated core architecture (MIC). We modified the
ARPS algorithm for efficient usage of GPU and many-core CPU, e.g. all computations were parallelized for
efficient calculations on computational device; communications between host and device were decreased.

To measure speed up of the developed parallel implementation we used several benchmarks and heterogeneous
computational systems with next parameters: 2x CPU Intel Xeon E5-2680 v3 (24 cores in total), GPU Nvidia
Quadro K4200, GPU Nvidia Tesla K20c. Results on the speed up in comparison with serial ARPS code for one
of the benchmarks (Lennard–Jones liquid, 515K atoms, ∼1% of particles switches their state at each timestep
from active to restrained or from restrained to active) are shown in Figure 4. It can be seen, that for small
number of CPU cores the speed up is almost constant for all the percentage of active atoms in the system. But
for large number of CPU cores and for GPUs the speed up is decreasing with decreasing percentage of active
atoms, because of divergence of threads and limited occupancy. The achieved speed up on 20 CPU-cores is up
to 14 times, on GPU Nvidia Tesla K20c is up to 24 times.

Figure 4. The parallel ARPS results

6.3. Adaptive Algorithms for Orbital-Free Density Functional Theory
Participants: Francois Rousse, Stephane Redon.

1The Kokkos package is based on Kokkos library, which is a templated C++ library that provides two key abstractions: it allows a single
implementation of an application kernel to run efficiently on different hardware, such as a many-core CPU, GPU, or MIC; it provides
data abstractions to adjust (at compile time) the memory layout of basic data structures — like 2d and 3d arrays — for performance
optimization on different platforms. These abstractions are set at build time (during compilation of LAMMPS).
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The SAMSON App developed to simulate molecular systems with an adaptive version of OF-DFT has been
continued. It has been tested on several small systems : atoms, dimers, etc. The errors found on the energies and
the bond length found were coherent with the predictive characteristics of OF-DFT and with other OF-DFT
softwares like PROFESS.

The pseudopotentials computed by the Carter Group of Princeton (who developed PROFESS) have been
implemented in the SAMSON App. The electronic densities became smoother and the predictions were
improved, but it restricted the applicability of the SAMSON App since the pseudopotentials were computed
only for the elements of the columns III (like aluminum) and V (like Potassium) of the periodic table.

Several optimization algorithms have been tried : projected gradient, Primal-Dual, Lagrangian multiplier
improved with a penalization, different nonlinear conjugate gradient minimization algorithms ... None of them
showed a clear superiority on the other in both stability and speed. Currently, we use the projected gradient
since it is the most stable.

We have implemented an interaction model in SAMSON based on the OF-DFT code and tested its ability to
predict the geometry of system on a small crystal of aluminum. The crystal contracted itself, which is coherent
with the OF-DFT theory, since it tends to underestimate bond lengths, and with the surface tension, since it
tends to minimize the surface of the system. The next step will be to make this interaction model adaptive and
measure how much time is gained.

6.4. A crystal creator app
Participants: Francois Rousse, Stephane Redon.

We developed a new SAMSON Element able to generate models of crystals. The user can either write its own
unit cell or load it from a CIF file ("Crystallographic Information File"). Once written or imported, this unit
cell can be replicated again in every direction to generate a whole crystal. As the important characteristics
of crystals often comes from the defects, the replacements and the insertions, these repetitions of unit cells
are not mere copies but are whole new unit cells generated again each time. Thus a crystal with enough unit
cells shall have the right proportion of elements, with the right amount of defects, replacements and insertions,
randomly disposed. In the document view, the unit cells are separated to ease the manipulation of the crystal.
Last, it allows the user to cut the crystal on the planes given by Miller indexes.

Figure 5. A Macdonaldite crystal generated in SAMSON



Project-Team NANO-D 13

6.5. Software development process improvements
Participants: Jocelyn Gate, Stephane Redon.

We set up a Jenkins server on a virtual machine at Inria. The server is accessible to the team and is able to
build and generate everything related to SAMSON. This Jenkins server is linked to diferents slaves, located in
our offices:

• Window 7 / Windows 10

• Fedora 21 / Fedora 25 / Ubuntu 16.04

• MacOs 10.10.5

Slave machines are used by the Jenkins server to build the specified version of SAMSON, generate the
associated SDK, build all SAMSON elements that are specified on Jenkins and upload everything to our
private version of SAMSON Connect. Thanks to this, the team has access each day to the latest developments.

In order to efficiently upload everything from slaves nodes, Jenkins uses a private helpers that is able to
communicate with SAMSON-Connect, and that knows every SAMSON files format.

Figure 6. The jenkins interface

We developed a private, command line SAMSON helper that is able to do everything concerning the packing
and the uploading of new versions of SAMSON, the SAMSON SDK and the installer to SAMSON Connect.
It can:

• Upload the SAMSON or SAMSON-SDK packaged file to SAMSON-Connect (adding a new version
of SAMSON/SAMSON-SDK).

• Upload the SAMSON or SAMSON-SDK Setup executable to SAMSON-Connect.

• Package the SAMSON elements of a developer to .element files.

• Upload .element files to SAMSON Connect.

6.6. Updates to SAMSON and SAMSON Connect
Participants: Jocelyn Gate, Stephane Redon.
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To be able to know if SAMSON works well on users computers, we added some logging features inside
SAMSON, SAMSON installers and SAMSON Helpers. Thanks to this functionality, users may accept to
send logs when bugs are found. For example, if SAMSON crashes on a user computer, a log is generated,
anonymized, and automatically sent to the SAMSON Connect web service. If SAMSON crashes because of
a SAMSON Element, an email is sent to the author of the SAMSON Element. If a new user tries to install
SAMSON or the SAMSON SDK, a log is sent to the SAMSON Connect web service.

We also added the possibility for users to configure proxy access to SAMSON Connect.

These functionalities will be part of the upcoming 0.6.0 release of SAMSON.

Figure 7. The SAMSON log interface

6.7. As-Rigid-As-Possible molecular interpolation paths
Participants: Minh Khoa Nguyen, Leonard Jaillet, Stephane Redon.

We submitted a paper describing a new method to generate interpolation paths between two given molecular
conformations. It applies the As-Rigid-As-Possible (ARAP) from the field of computer graphics to manipulate
complex meshes while preserving their essential structural characteristics. The adaptation of ARAP interpola-
tion approach to the case of molecular systems was presented. Experiments were conducted on a large set of
benchmarks and the performance was compared between ARAP interpolation and linear interpolation. They
show that ARAP interpolation generates more relevant paths, that preserve bond lengths and bond angles
better.

6.8. As-Rigid-As-Possible molecular interpolation paths
Participants: Krishna Kant Singh, Stephane Redon.
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Figure 8. The proxy setting interface

Figure 9. The morphing path for Adenylate Kinase from 4AKE (chain A) to 1AKE (chain A) by ARAP interpolation:
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Figure 10. Comparison of ARAP and linear interpolation for preserving structural characteristics of adenylate
kinase
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We have continued our work on the development of parallel adaptively restrained particle simulations. We
proposed new algorithms to compute forces involving active particles faster. These algorithms involved
construction of the Active Neighbor List (ANL) and incremental force computations. These algorithms have
advantages over the state-of-the-art methods for simulating a system using Adaptively Restrained Molecular
Dynamics (ARMD). Previously proposed algorithms required at-least 60% restrained particles in order to
achieve speed up. In new algorithms, we overcome this limitation and speed up can be achieve with 10%
retrained particles. We implemented our algorithm in the popular molecular dynamics package LAMMPS
and submitted our results in the Computer Physics Communications Journal 2. Figure 11 show that speed-up
can be achieved for more than 10% of the particles are restrained. We also achieved significant speed up in
constructing the ANL (figure 12).
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Figure 11. speed up using ARMD on different benchmark

6.9. Refining the energy landscape sampling of protein-protein associations
Participants: Dmytro Kozakov, Leonard Jaillet.

PIPER is a FFT-based protein docking program with pairwise potentials. It combines a systematic sampling
procedure with an original pairwise potential that provides an energy landscape representation through a set
of samples [48].

In [49], an experimental validation of the complexes obtained with PIPER, has been made possible thanks to
the PRE method [31]. PRE (NMR paramagnetic relaxation enhancement) is an experimental technique used
to characterize the states present for a given system. Hence, it characterizes the accessible region of the energy
landscape corresponding to a given protein. For this, it introduces paramagnetic labels (tags) one at a time
at few sites on one protein. The method then relies on measures of the transverse paramagnetic relaxation
enhancement rates of the backbone amide protons (HN) of the partner protein. These value correspond to
the weighted averages of the values for the various states present. One advantage of PRE is that it is nicely
sensitive to lowly populated states.

2K.K. Singh, S. Redon, Adaptively Restrained Molecular Dynamics in LAMMPS, Submitted to Computer Physics Communications.
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Figure 12. Obtained speed up in constructing the ANL.

In [49] the values measured obtained from a set of PIPER output have been compared to those obtained
when using only the native state. It appears that using all the PIPER states give a better correlation respect to
experimental results than when using only the native state.

In this context, our objective is to refine the energy landscape description by filtering some of the PIPER
output complexes in order to improve even further the correlation with experimental measures. The method is
developed as a module of the SAMSON software package (http://www.samson-connect.net/).

We have proposed a refinement from process of PIPER complexes based on two criterions: a RMSD-based
filtering and an energy-based filtering.

The RMSD-filtering first creates a graph of connected component by connecting a pair of complexes if their
distance is lower than a given RMSD threshold. Such a process forms clusters. Then, only the complexes that
are in the cluster where belongs the native state are conserved. Since only rigid transforms are applied, RMSD
are computed thanks to the fast RMSD computation method previously proposed in the team [56].

The energy-based filtering compares the energy of the complexes to the native state energy. The states for
which the difference of energy is higher than a given threshold are discarded.

We have evaluated the results obtained when using our filtering scheme, for a distance threshold ranging form
3 to 9 and for an energy threshold ranging from 70 to 240kJ.mol−1. Some setting of the filtering are able to
improve the correlation (see figure 13), but the gain around 0.3% remains limited (e.g. the correlation rising
from 0.770 to 0.773). We are currently working on a more sophisticated state selection process to filter more
precisely the PIPER states and hence to further improve the correlation.

6.10. CREST: Chemical Reactivity Exploration with Stochastic Trees
Participants: Leonard Jaillet, Stephane Redon.

We have proposed the CREST method (Chemical Reactivity Exploration with Stochastic Trees), a new
simulation tool to assess the chemical reaction paths of molecular systems. First, it builds stochastic trees based
on motion planning principles to search for relevant pathways inside a system’s state space. This generates low
energy paths transforming a reactant to a given product. Then, a nudged elastic band optimization step locally
improves the quality of the initial solutions. The consistency of our approach has been evaluated through tests
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Figure 13. The experimental PRE rates (Γ2) are displayed as filled-in magenta circles. Theoretical intermolecular
PREs, calculated only from the coordinates of the specific EIN/HPr complex, are shown as black lines. Calculated

PRE values from PIPER output are shown as blue lines. The calculated PRE value obtained from the filtered
complexes (left) gives a higher correlation with experimental (c = 0.773) than the correlation obtained from all the

complexes generated with PIPER (right) (c = 0.770).

in various scenarios. It shows that CREST allows to appropriately describe conformational changes as well as
covalent bond breaking and formations present in chemical reactions (see figure 14).

This contribution appears in continuity of our previous work regarding the development of a geenric Motion
planning architecture for nanosystems. Important features have been added to specifically treat the case of
chemical reaction, such as structure alignment, exploration based on multiple trees, automatic resizing of the
sampling volume, etc.

Figure 14. Fictive chemical reaction transforming a pentane into a cyclopentane with a H2 molecule. Hydrogen
atoms leading to the H2 molecule are colored. The path obtained with CREST (top) is able to capture the CH3

internal rotations that approaches the two H2 Hydrogens and thus, lead to a low energy barrier. By comparison, a
method based on linear interpolation (Lin) gives intermediate broken structures after local path optimization

(down). The plot on the right shows the respective energies along the paths. This represents Scenario 3 described in
our Results section.

6.11. IM-UFF: extending the Universal Force Field for interactive molecular
modeling
Participants: Leonard Jaillet, Svetlana Artemova, Stephane Redon.
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We have completed the development of IM-UFF (Interactive Modeling - UFF), an extension of UFF that
combines the possibility to significantly modify molecular structures (as with reactive force fields) with a
broad diversity of supported systems thanks to the universality of UFF. Such an extension lets the user easily
build and edit molecular systems interactively while being guided by physically-based inter-atomic forces.
This approach introduces weighted atom types and weighted bonds, used to update topologies and atom
parameterizations at every time step of a simulation. IM-UFF has been evaluated on a large set of benchmarks
and is proposed as a self-contained implementation integrated in a new module for the SAMSON software
platform for computational nanoscience.

This contribution has been submitted to the Journal of Molecular Modeling.

6.12. Incremental methods for long range interactions
Participants: Semeho Edorh, Stephane Redon.

Adaptively Restrained Particles Simulations (ARPS) were recently proposed with the purpose of speeding up
molecular simulations. The main idea is to modify the Hamiltonian such that the kinetic energy is set to zero
for low velocities, which allows to save computational time since particles do not move and forces need not
be updated.

We continued our work on developing an extension of ARPS to electrostatic simulations.

We have decided to compute the electrostatic contribution by using Multigrid method. This choice have been
made because of its O(N) behavior and its good scalability. In systems containing point charges, Multigrid
can’t be applied directly because of the discontinuous distribution created by these charges. To overcome this
problem, one can replace this distribution by a smooth charge distribution. This charge distribution will be
the source term of a Poisson equation which will be solved by Multigrid method. By doing so we retrieve an
approximative electrostatic contribution which can be corrected by a near field correction. Concretely each
charge will be smeared by a smooth density function.This function is chosen with a compact support. The
accuracy of the method is related to the degree of smoothness and the size of the support rcut of the chosen
function Fig(15). The bottleneck of this method is often the time spent building the smooth charge distribution.
To overcome this issue, We’ve introduced an interpolation scheme in the near field correction. This leads to
a significant reduction of the support required to achieve a specified accuracy. The time spent building the
smooth charge distribution is also reduced. Conversely the near correction is slowed down. Nevertheless, the
introduction of the interpolation scheme speeds up the method in most of cases Fig(16).

Finally we modified our algorithm to take advantage of ARPS dynamics. This leads to a speed up related
to the amount of restrained particles. According to our benchmarks our method can challenge Particle
Particle Particle Mesh(PPPM), the traditional fast method to compute electrostatics Fig(17). Our algorithm is
implemented in LAMMPS.

6.13. Error Analysis of Modified Langevin Dynamics
Participants: Zofia Trstanova, Gabriel Stoltz, Stephane Redon.

We performed a mathematical analysis of modified Langevin dynamics. The aim of this work was first to
prove the ergodicity of the modified Langevin dynamics (which fails to be hypoelliptic), and next to analyze
how the asymptotic variance on ergodic averages depends on the parameters of the modified kinetic energy.
Numerical results illustrated the approach, both for low-dimensional systems where we resorted to a Galerkin
approximation of the generator, and for more realistic systems using Monte Carlo simulations.

6.14. Estimating the speed-up of Adaptively Restrained Langevin Dynamics
Participants: Zofia Trstanova, Stephane Redon.
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Figure 15. Accuracy in forces for the state of the art multigrid and our implementation : 125000 charged particles
randomly distributed in a cubic box. rcut represents the width of the chosen function.
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Figure 16. Comparison in terms of CPU time between the state of the art multigrid and our implementation :
125000 charged particles randomly distributed in a cubic box. rcut represents the width of the chosen function.
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Figure 17. Comparison in terms of CPU time between PPPM and our implementation for a fixed accuracy : 64000
charged particles randomly distributed in a cubic box. Some particles are in restrained dynamics. Colored areas
show the associated contribution of each part of our multigrid algorithm. Red dash-dot line represents CPU Time

of Particle Particle Particle Mesh needed for this system.
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We performed a computational analysis of Adaptively Restrained Langevin dynamics, in which the kinetic
energy function vanishes for small velocities. Properly parameterized, this dynamics makes it possible to
reduce the computational complexity of updating inter-particle forces, and to accelerate the computation of
ergodic averages of molecular simulations. We analyzed the influence of the method parameters on the total
achievable speed-up. In particular, we estimated both the algorithmic speed-up, resulting from incremental
force updates, and the influence of the change of the dynamics on the asymptotic variance. This allowed us
to propose a practical strategy for the parametrization of the method. We validated these theoretical results by
representative numerical experiments on the system of a dimer surrounded by a solvent.

Figure 18. Analytical estimation of the total speed-up of the 3D simulation of the dimer in solvent. Only the solvent
particles are restrained by the AR-method. We estimated the expected total speed-up Stotal for the observable

dimer distance AD with respect to the restraining parameters vmin and vmax (vmax ≤ 0.95vmax). The variance
was estimated from three points as a linear function of vmin and vmax and we used the analytical estimation of the

algorithmic speed-up Sa. Only Stotal > 1 is plotted.

6.15. Stable and accurate schemes for Langevin dynamics with general kinetic
energies
Participants: Zofia Trstanova, Gabriel Stoltz.

We studied integration schemes for Langevin dynamics with a kinetic energy different from the standard,
quadratic one in order to accelerate the sampling of the Boltzmann–Gibbs distribution. We considered two
cases: kinetic energies which are local perturbations of the standard kinetic energy around the origin, where
they vanish (this corresponds to the so-called adaptively restrained Langevin dynamics); and more general
non-globally Lipschitz energies. We developed numerical schemes which are stable and of weak order two,
by considering splitting strategies where the discretizations of the fluctuation/dissipation are corrected by a
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Metropolis procedure. We used the newly developed schemes for two applications: optimizing the shape of
the kinetic energy for the adaptively restrained Langevin dynamics, and reducing the metastability of some
toy models with non-globally Lipschitz kinetic energies.

Figure 19. Comparison of the mean exit times for 2D double-well potential with the standard and the modified
kinetic energy function (2000 realizations) as a function of the inverse temperature β ∈ {3, 4, 5, 6, 7, 8, 9, 10}.

Thanks to the modified kinetic energy, the transition between two metastable states occurs on average three times
faster.

6.16. Quadratic Programming Approach to Fit Protein Complexes into
Electron Density Maps
Participants: Alexander Katrutsa, Sergei Grudinin.

We investigated the problem of simultaneous fitting protein complexes into electron density maps of their
assemblies. These are represented by high-resolution cryo-EM density maps converted into overlapping
matrices and partly show a structure of a complex. The general purpose is to define positions of all proteins
inside it. This problem is known to be NP-hard, since it lays in the field of combinatorial optimization over a
set of discrete states of the complex. We introduced quadratic programming approaches to the problem. To find
an approximate solution, we converted a density map into an overlapping matrix, which is generally indefinite.
Since the matrix is indefinite, the optimization problem for the corresponding quadratic form is non-convex.
To treat non-convexity of the optimization problem, we use different convex relaxations to find which set of
proteins minimizes the quadratic form best.

6.17. Inverse Protein Folding Problem via Quadratic Programming
Participants: Mikhail Karasikov, Sergei Grudinin.

We presented a method of reconstruction a primary structure of a protein that folds into a given geometrical
shape. This method predicts the primary structure of a protein and restores its linear sequence of amino acids
in the polypeptide chain using the tertiary structure of a molecule. Unknown amino acids are determined
according to the principle of energy minimization. This study represents inverse folding problem as a
quadratic optimization problem and uses different relaxation techniques to reduce it to the problem of convex
optimizations. Computational experiment compares the quality of these approaches on real protein structures.
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Figure 20. Approximate energy optimum for different relaxations computed on the test set
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6.18. Coarse-Grained Protein Scoring Based on Geometrical Features
Participants: Mikhail Karasikov, Sergei Grudinin.

We learnt a scoring function to score protein structures with application to highly important problems in
structural biology, namely, protein design, side-chain prediction, and selection of mutations increasing protein
stability. For each native structure P0 a set of ordered decoy structures D is given:

D = {P1, · · · , Pm} ⊂ P,

(i1, · · · , im) : Pim � · · · � Pi1 ≺ P0.

The problem is to train protein scoring function

S : P→ R,

such that

S(P0) < S(Pi1) ≤ · · · ≤ S(Pim).

We proposed a residue-based scoring function, which uses not the positions of protein’s atoms separately,
but configurations of the entire residues. The proposed method requires artificially generated decoy structures
for the training process and provides high quality scoring functions, which are efficient to compute. Several
types of scoring functions are considered according to restrictions imposed by the specific application. For the
prediction problems where the whole domain should be searched for the best prediction, we use functions that
allow the reduction of emerging optimization problem

m∑
k=1

m∑
l=1

Ekl(ak, al)→ min
(a1,···,am)∈Am

(1)

to quadratic binary constrained optimization

minimize−→x ∈{0,1}n
−→x T

Q−→x

subject to A−→x =
−→
1 m.

(2)

6.19. Development of a Normal Modes Analysis element for SAMSON
platform
Participants: Yassine Naimi, Alexandre Hoffmann, Sergei Grudinin, Stephane Redon.
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We are currently developing an element for the SAMSON platform for the calculation of normal modes
based on the Normal Modes Analysis method. This element will be based on the program developed by
Alexandre Hoffmann and Sergei Grudinin on Linux and Mac operating systems. First, we have ported the
initial program from Linux and Mac operating systems to Windows and linked the program to the libraries
needed for the calculations. These libraries consist in: an optimized version of BLAS (Basic Linear Algebra
Subprograms) library called OpenBLAS for basic vector and matrix operations; LAPACK (Linear Algebra
PACKage) library for solving systems of simultaneous linear equations, least-squares solutions of linear
systems of equations, eigenvalue problems, and singular value problems; ARPACK library for solving large
scale eigenvalue problems and ARMADILLO library which is a linear algebra library for the C++ language.
We will also compare the performances of our program using these libraries to the Intel MKL (Math Kernel
Library) libraries. The ultimate goal is to develop the interface for the SAMSON platform using the SAMSON
SDK and Qt software.

6.20. Pairwise distance potential for protein folding
Participants: Maria Kadukova, Guillaume Pages, Alisa Patotskaya, Sergei Grudinin.

We have developed a new knowledge-based pairwise distance-dependent potential using convex optimization.
This method uses histogram of distances repartition between each different pair of atom types as feature to
feed an SVM-like algorithm. We then obtained a potential for each pair of atom types that can be used to score
protein conformations. This method have been extensively used during the CASP12 blind assesement.

6.21. Knowledge-based scoring function for protein-ligand interactions
Participants: Maria Kadukova, Sergei Grudinin.

We have developed a knowledge-based pairwise distance-dependent scoring function based on the similar
physical principles, as the protein folding potentials. It was trained on a set of protein-ligand complexes taken
from the PDBBindCN database and validated on the CASF 2013 benchmark [50]. The corresponding paper
submitted to Journal of Chemical Information and Modeling is currently under revision. We used this scoring
function while participating in the 2015-2016 D3R Challenge.

6.22. Updates for the atomic typization software
Participants: Maria Kadukova, Sergei Grudinin.

We have additionally validated Knodle – our atomic typization software – on an extensive set of more
than 300,000 small molecules based on the LigandExpo database. Knodle workflow involves machine-
learning based "models" for different atoms, this year we retrained several of them on the updated version
of PDBBindCN database. These results were published in Journal of Chemical Information and Modeling
[45]. We also added functions that add missing hydrogen atoms to the molecules. Knodle was used to classify
ligand atoms into different types in our protein-ligand interactions scoring function.

6.23. FFT-accelerated methods for fitting molecular structures into Cryo-EM
maps
Participants: Alexandre Hoffmann, Sergei Grudinin.

We have developed a set of new methods for fitting molecular structures into Cryo-EM maps. The problem
can be formally written as follows, We are given two proteins P1 and P2, and we also have d1 : R3 → R,
the electron density of P1 and (Yk)k=0···Natoms−1, the starting positions of the atoms of P2. Assuming we
can generate an artificial electron density d2 : R3 → R from (Yk)k=0···Natoms−1, our problem is to find a
transformation of the atoms T : R3 → R3 that minimize the L2 distance between d1 and d2.
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In image processing this problem is usually solved using the optimal transport theory, but this method
assumes that both of the densities have the same L2 norm which is not necessarily the case for the fitting
problem. To solve this problem, one instead starts by splitting T into a rigid transformation Trigid (which is a
combination of translation and rotation) and a flexible transformation Tflexible. Two classes of methods have
been developed to find Trigid :

• the first one uses optimization techniques such as gradient descent, and

• the second one uses Fast Fourier Transform (FFT) to compute the Cross Correlation Function (CCF)
of d1 and d2.

The NANO-D team has already developed some algorithms based on the FFT to find Trigid and we have been
developing an efficient extension of these to find Tflexible.

6.24. Protein sequence and structure aligner for SAMSON
Participants: Guillaume Pages, Sergei Grudinin.

Aligning sequences and structures of proteins is important to understand both the homologies and differences
between them. We developed a SAMSON element for this purpose, that can perform both sequence and
structure alignment. The sequence alignment is done thanks to the software MUSCLE [36]. The structural
alignment is done by finding the transformation that minimize the RMSD between corresponding backbones
atoms in both structures. We used the algorithm presented by Kearsley [47].

Figure 21. The protein aligner element

6.25. Implementation of an Interactive Ramachandran Plot Element for
SAMSON
Participants: Guillaume Pages, Sergei Grudinin.
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Each residue of a protein have two degrees of conformational freedom, described by the two dihedral angles
of the backbone φ and ψ. Those two angles are crucial to visualize since they determine most of the protein
backbone’s overall conformation. A very useful way to represent them has been proposed by Ramachandran,
Sasisekharan, and Ramakrishnan in 1963 [63].

We have developed a SAMSON element for displaying and editing the Ramachandran Plot of a protein. The
favoured regions of the plot have been determined by analysing a database of high quality solved protein
structure, provided on Richardson Lab’s website (http://kinemage.biochem.duke.edu/databases/top8000.php).

Figure 22. The Ramachandran plot element

7. Partnerships and Cooperations

7.1. Regional Initiatives
We have an ARC grant from the Rhone-Alpes region.

7.2. National Initiatives
7.2.1. ANR

In 2015, NANO-D had funding from one ANR program:

• ANR Modeles Numeriques (MN): 180,000 Euros over four years (2011-2015). This project,
coordinated by NANO-D (S. Grudinin), gathers biologists and computer scientists from three
research groups: Dave Ritchie at LORIA, Valentin Gordeliy at IBS (total grant: 360,000 Euros).
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7.3. European Initiatives
7.3.1. FP7 & H2020 Projects
7.3.1.1. ADAPT

Title: Theory and Algorithms for Adaptive Particle Simulation

Programm: FP7

Duration: September 2012 - August 2017

Coordinator: Inria

Inria contact: Stephane Redon

’During the twentieth century, the development of macroscopic engineering has been largely stim-
ulated by progress in digital prototyping: cars, planes, boats, etc. are nowadays designed and tested
on computers. Digital prototypes have progressively replaced actual ones, and effective computer-
aided engineering tools have helped cut costs and reduce production cycles of these macroscopic
systems. The twenty-first century is most likely to see a similar development at the atomic scale. In-
deed, the recent years have seen tremendous progress in nanotechnology - in particular in the ability
to control matter at the atomic scale. Similar to what has happened with macroscopic engineering,
powerful and generic computational tools will be needed to engineer complex nanosystems, through
modeling and simulation. As a result, a major challenge is to develop efficient simulation methods
and algorithms. NANO-D, the Inria research group I started in January 2008 in Grenoble, France,
aims at developing efficient computational methods for modeling and simulating complex nanosys-
tems, both natural and artificial. In particular, NANO-D develops SAMSON, a software application
which gathers all algorithms designed by the group and its collaborators (SAMSON: Software for
Adaptive Modeling and Simulation Of Nanosystems). In this project, I propose to develop a unified
theory, and associated algorithms, for adaptive particle simulation. The proposed theory will avoid
problems that plague current popular multi-scale or hybrid simulation approaches by simulating a
single potential throughout the system, while allowing users to finely trade precision for compu-
tational speed. I believe the full development of the adaptive particle simulation theory will have
an important impact on current modeling and simulation practices, and will enable practical design
of complex nanosystems on desktop computers, which should significantly boost the emergence of
generic nano-engineering.’

7.4. International Initiatives
7.4.1. Inria Associate Teams Not Involved in an Inria International Labs
7.4.1.1. PPI-3D

Title: Structure Meets Genomics

International Partner (Institution - Laboratory - Researcher):

Boston University (United States) - ___DEPARTMENT???___ - Dima Kozakov

Start year: 2015

See also: https://team.inria.fr/nano-d/research/ppi-3d-structure-meets-genomics/

Protein–protein interactions are integral to many mechanisms of cellular control, and therefore their
characterization has become an important task for both experimental and computational approaches
in systems biology. Genome-wide proteomics studies provide a growing list of putative protein-
protein interactions, and demonstrate that most if not all proteins have interacting partners in the
cell. A fraction of these interaction has been reliably established, however, one can only identify
whether two proteins interact and, in the best cases, which are the individual domains mediating the
interaction. A full comprehension of how proteins bind and form complexes can only come from
high-resolution three-dimensional structures. While the most complete structural characterization

https://team.inria.fr/nano-d/research/ppi-3d-structure-meets-genomics/
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of a complex is provided by X-ray crystallography, protein-protein hetero-complexes constitute
less than 6%Â§ of protein structures in the Protein Data Bank. Thus, it is important to develop
computational methods that, starting from the structures of component proteins, can determine the
structure of their complexes.

The basic problem of predictive protein docking is to start with the structures (or sequences) of
unbound component proteins A and B, and to obtain computationally a model of the bound complex
AB, as detailed structural knowledge of the interactions facilitates understanding of protein function
and mechanism. Our current docking approaches performs ab initio docking of the two structures
without the use of any additional information. The goal of this proposal is to speed up docking
approaches to tackle genome-scale problems, and utilize additional information on interactions,
sequences, and structures that is available for virtually any protein.

This project includes several methodological and application research directions: 1) Developing
fast sampling approaches; 2) Development of new scoring functions; 3) Integrative approaches for
structure determination.

Overall, during the course of the project we will (i) jointly develop new methodology and algorithms
in the field of genomic-scale protein complex prediction; (ii) provide server-based applications built
upon services of the Boston team; (iii) and finally develop modular applications coded inside the
SAMSON software platform created by the Inria team.

7.4.2. Inria International Partners
7.4.2.1. BIOTOOLS

Title: Novel Computational Tools for Structural Bioinformatics

International Partner (Institution - Laboratory - Researcher):

MIPT (Russia (Russian Federation)) - Vadim Strijov

Duration: 2016 - 2020

7.5. International Research Visitors
7.5.1. Visits of International Scientists
7.5.1.1. Internships

Sergey Kravchenko

Supervisor: Sergey Grudinin

7.5.2. Visits to International Teams
7.5.2.1. Research Stays Abroad

Leonard Jaillet, Alexandre Hoffmann and Sergei Grudinin visited the lab of Dima Kozakov.

8. Dissemination

8.1. Promoting Scientific Activities
8.1.1. Scientific Events Selection
8.1.1.1. Reviewer

• Leonard Jaillet was a reviewer for the ICRA (International Conference on Robotics and Automation)
and IROS (International Conference on Intelligent Robots and Systems) conferences, the WAFR
(International Workshop on the Algorithmic Foundations of Robotics) workshop and the T-RO
(Transactions on Robotics) journal.
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8.2. Teaching - Supervision - Juries
8.2.1. Teaching

• Stephane Redon is teaching INF585 (Introduction to C++) at Ecole polytechnique

• Stephane Redon is part of the teaching team of INF442 (Big data and high-performance computing)
at Ecole polytechnique

8.2.2. Supervision
• Leonard Jaillet is advising the PhD of Minh Khoa Nguyen

• Sergei Grudinin is advising the PhD of Alexandre Hoffmann

• Sergei Grudinin is advising the PhD of Guillaume Pages

• Stephane Redon is co-advising the PhD of Krishna Kant Singh in collaboration with Jean-Francois
Mehaut

• Stephane Redon is advising the PhD of Francois Rousse

• Stephane Redon is advising the PhD of Semeho Edorh

• Stephane Redon is co-advising the PhD of Zofia Trstanova in collaboration with Gabriel Stoltz
(defended in november 2016)
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