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2. Overall Objectives

2.1. Context

ARAMIS is an Inria project-team within the Brain and Spinal cord Institute (ICM - http://www.icm-
institute.org) at the Pitié-Salpétriere hospital in Paris. ARAMIS was created as a team of the Inria Paris
Center in 2012 and became a project-team in 2014. ARAMIS has a joint affiliation to Inria, CNRS, Inserm
and University Pierre and Marie Curie.

The Pitié-Salpétriere hospital is the largest adult hospital in Europe. It is a leading center for neurological
diseases: in terms of size (around 20,000 neurological patients each year), level of clinical expertise and quality
of the technical facilities. Created in 2010, the Brain and Spinal cord Institute (ICM) gathers all research
activities in neuroscience and neurology of the Pitié-Salpétriere hospital. The ICM is both a private foundation
and a public research unit (affiliated to CNRS, Inserm and University Pierre and Marie Curie). It hosts 25
research teams as well as various high level technical facilities (neuroimaging, genotyping/sequencing, cell
culture, cellular imaging, bioinformatics ...), and gathers over 600 personnel. In addition, the ICM hosts one
of the six IHU (Instituts Hospitalo-Universitaires), which are 10-year research programs funded for 55M euros
each.


http://www.icm-institute.org
http://www.icm-institute.org
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ARAMIS is thus located both within a leading neuroscience institute and within a large hospital. This unique
position has several advantages: direct contact with neuroscientists and clinicians allows us to foresee the
emergence of new problems and opportunities for new methodological developments, provides access to
unique datasets, and eases the transfer of our results to clinical research and clinical practice.

2.2. General aim

The ARAMIS team is devoted to the design of computational, mathematical and statistical approaches for
the analysis of multimodal patient data, with an emphasis on neuroimaging data. The core methodological
domains of our team are: statistical and machine learning, statistical modeling of complex geometric data,
connectivity and network analysis. These new approaches are applied to clinical research in neurological
diseases in collaboration with other teams of the ICM, clinical departments of the Pitié-Salpétriere hospital
and external partners. The team has a pluridisciplinary composition, bringing together researchers in
mathematics, computer science and engineering (O. Colliot, F. De Vico Fallani, S. Durrleman) and clinicians
(A. Bertrand, D. Dormont, S. Epelbaum). This general endeavor is addressed within the five following main
objectives.

3. Research Program

3.1. From geometrical data to multimodal imaging

Brain diseases are associated to alterations of brain structure that can be studied in vivo using anatomical and
diffusion MRI. The anatomy of a given subject can be represented by sets of anatomical surfaces (cortical
and subcortical surfaces) and curves (white matter tracks) that can be extracted from anatomical and diffusion
MRI respectively. We aim to develop approaches that can characterize the variability of brain anatomy within
populations of subjects. To that purpose, we propose methods to estimate population atlases that provide an
average model of a population of subjects together with a statistical model of their variability. Finally, we
aim to introduce representations that can integrate geometrical information (anatomical surfaces, white matter
tracts) together with functional (PET, ASL, EEG/MEG) and microstructural information.

3.2. Models of brain networks

Functional imaging techniques (EEG, MEG and fMRI) allow characterizing the statistical interactions between
the activities of different brain areas, i.e. functional connectivity. Functional integration of spatially distributed
brain regions is a well-known mechanism underlying various cognitive tasks, and is disrupted in brain
disorders. Our team develops a framework for the characterization of brain connectivity patterns, based on
connectivity descriptors from the theory of complex networks. More specifically, we propose analytical tools
to infer brain networks, chacterize their structure and integrate multiple networks (for instance from multiple
frequency bands or multiple modalities). The genericity of this approach allows us to apply it to various types
of data including functional and structural neuroimaging, as well as genomic data.

3.3. Spatiotemporal modeling from longitudinal data

Longitudinal data sets are collected to capture variable temporal phenomena, which may be due to ageing or
disease progression for instance. They consist in the observation of several individuals, each of them being
observed at multiple points in time. The statistical exploitation of such data sets is notably difficult since data of
each individual follow a different trajectory of changes and at its own pace. This difficulty is further increased
if observations take the form of structured data like images or measurements distributed at the nodes of a
mesh, and if the measurements themselves are normalized data or positive definite matrices for which usual
linear operations are not defined. We aim to develop a theoretical and algorithmic framework for learning
typical trajectories from longitudinal data sets. This framework is built on tools from Riemannian geometry to
describe trajectories of changes for any kind of data and their variability within a group both in terms of the
direction of the trajectories and pace.
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3.4. Decision support systems

We then aim to develop tools to assist clinical decisions such as diagnosis, prognosis or inclusion in therapeutic
trials. To that purpose, we leverage the tools developed by the team, such as multimodal representations,
network indices and spatio-temporal models which are combined with advanced classification and regression
approaches. We also dedicate strong efforts to rigorous, transparent and reproducible validation of the decision
support systems on large clinical datasets.

3.5. Clinical research studies

Finally, we aim to apply advanced computational and statistical tools to clinical research studies. These studies
are often performed in collaboration with other researchers of the ICM, clinicians of the Pitié -Salpétriere
hospital or external partners. Notably, our team is very often involved “ex-ante” in clinical research studies.
As co-investigators of such studies, we contribute to the definition of objectives, study design and definition
of protocols. This is instrumental to perform clinically relevant methodological development and to maximize
their medical impact. A large part of these clinical studies were in the field of dementia (Alzheimer’s disease,
fronto-temporal dementia). Recently, we expanded our scope to other neurodegenerative diseases (Parkinson’s
disease, multiple sclerosis).

4. Application Domains

4.1. Introduction

We develop different applications of our new methodologies to brain pathologies, mainly neurodegenerative
diseases. These applications aim at:

e  Dbetter understanding the pathophysiology of brain disorders;

e designing systems to support clinical decisions such as diagnosis, prognosis and design of clinical
trials;

e developing brain computer interfaces for clinical applications.

4.2. Understanding brain disorders

Computational and statistical approaches have the potential to help understand the pathophysiology of brain
disorders. We first aim to contribute to better understand the relationships between pathological processes,
anatomical and functional alterations, and symptoms. Moreover, within a single disease, there is an important
variability between patients. The models that we develop have the potential to identify more homogeneous
disease subtypes, that would constitute more adequate targets for new treatments. Finally, we aim to establish
the chronology of the different types of alterations. We focus these activities on neurodegeneratives diseases:
dementia (Alzheimer’s disease, fronto-temporal dementia), Parkinson’s disease, multiple sclerosis.

4.3. Supporting clinical decisions

We aim to design computational tools to support clinical decisions, including diagnosis, prognosis and the
design of clinical trials. The differential diagnosis of neurodegenerative diseases can be difficult. Our tools
have the potential to help clinicians by providing automated classification that can integrate multiple types of
data (clinical/cognitive tests, imaging, biomarkers). Predicting the evolution of disease in individual patients
is even more difficult. We aim to develop approaches that can predict which alterations and symptoms will
occur and when. Finally, new approaches are needed to select participants in clinical trials. Indeed, it is widely
recognized that, to have a chance to be successful, treatments should be administered at a very early stage.
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4.4. Brain computer interfaces for clinical applications

A brain computer interface (BCI) is a device aiming to decode brain activity, thus creating an alternate
communication channel between a person and the external environment. BCI systems can be categorized on
the basis of the classification of an induced or evoked brain activity. The central tenet of a BCI is the capability
to distinguish different patterns of brain activity, each being associated to a particular intention or mental task.
Hence adaptation, as well as learning, is a key component of a BCI because users must learn to modulate
their brainwaves to generate distinct brain patterns. Usually, a BCI is considered a technology for people
to substitute some lost functions. However, a BCI could also help in clinical rehabilitation to recover motor
functions. Indeed, in current neuroscience-based rehabilitation it is recognized that protocols based on mental
rehearsal of movements (like motor imagery practicing) are a way to access the motor system because they can
induce an activation of sensorimotor networks that were affected by lesions. Hence, a BCI based on movement
imagery can objectively monitor patients’ progress and their compliance with the protocol, monitoring that
they are actually imagining movements. It also follows that feedback from such a BCI can provide patients
with an early reinforcement in the critical phase when there is not yet an overt sign of movement recovery.

5. Highlights of the Year

5.1. Highlights of the Year

e Anne Bertrand spent a year half-time within the ARAMIS team, thanks to an Inria-APHP interface
contract (i.e., "poste d’accueil"), from november 2016 to november 2017. At the end of this contract,
she was appointed as an Assistant Professor of Radiology at Sorbonne University, on september
2017, allowing her to continue working 40% of her time within the ARAMIS team.

e Fabrizio De Vico Fallani was named associate editor of the journal Brain Topography

e Stanley Durrleman was nominated coordinator of the ICM Center of Neuroinformatics, and scientific
manager of the ICM iCONICS core-facility on bioinformatics.

o The team has been awarded the projects SEMAPHORE, ATTACK and PredictICD under the "Big
Brain Theory" program (ICM)

5.1.1. Awards

e Jeremy Guillon was awarded the best lighting presentation at the international conference on
complex networks

6. New Software and Platforms

6.1. Brain Networks Toolbox

KEYWORDS: Neuroimaging - Medical imaging

FUNCTIONAL DESCRIPTION: Brain Networks Toolbox is an open-source package of documented routines
implementing new graph algorithms for brain network analysis. It mainly contains Matlab code of new
methods developed by the team and associated to publications (e.g., brain network thresholding, extraction
of the information redundancy, node accessibility, etc). It requires, as input, adjacency matrices representing
brain connectivity networks. Thus, it is independent on the specific approach used to construct brain networks
and it can be used to extract network properties from any neuroimaging modality in healthy and diseased
subjects.

e  Participants: Fabrizio De Vico Fallani, Jeremy Guillon and Mario Chavez
e Contact: Fabrizio De Vico Fallani
e  URL: https://github.com/brain-network/bnt


https://github.com/brain-network/bnt
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6.2. Deformetrica

KEYWORDS: Anatomy - Mesh - Automatic Learning - C++ - 3D modeling - Image analysis

SCIENTIFIC DESCRIPTION: Deformetrica is a software for the statistical analysis of 2D and 3D shape data. It
essentially computes deformations of the 2D or 3D ambient space, which, in turn, warp any object embedded
in this space, whether this object is a curve, a surface, a structured or unstructured set of points, or any
combination of them.

Deformetrica comes with two applications:

registration, which computes the best possible deformation between two sets of objects, atlas construction,
which computes an average object configuration from a collection of object sets, and the deformations from
this average to each sample in the collection.

Deformetrica has very little requirements about the data it can deal with. In particular, it does not require point
correspondence between objects!

FUNCTIONAL DESCRIPTION: Deformetrica is a software for the statistical analysis of 2D and 3D shape
data. It essentially computes deformations of the 2D or 3D ambient space, which, in turn, warp any object
embedded in this space, whether this object is a curve, a surface, a structured or unstructured set of points, or
any combination of them.

Deformetrica comes with two applications:
- Registration, which computes the optimal deformation between two sets of objects,

- Atlas construction, which computes an average object configuration from a collection of object sets, and the
deformations from this average to each sample in the collection.

Deformetrica has very little requirements about the data it can deal with. In particular, it does not require point
correspondence between objects!

e Participants: Alexandre Routier, Ana Fouquier, Barbara Gris, Benjamin Charlier, Cédric Doucet,
Joan Alexis Glaunes, Marcel Prastawa, Michael Bacci, Pietro Gori and Stanley Durrleman

e Partners: University of Utah - Université de Montpellier 2 - Université Paris-Descartes
e Contact: Stanley Durrleman

e URL: http://www.deformetrica.org/

6.3. Clinica

KEYWORDS: Neuroimaging - Brain MRI - MRI - Clinical analysis - Image analysis - Machine learning
SCIENTIFIC DESCRIPTION: Clinica is a software platform for multimodal brain image analysis in clinical
research studies. It makes it easy to apply advanced analysis tools to large scale clinical studies. For that
purpose, it integrates a comprehensive set of processing tools for the main neuroimaging modalities: currently
MRI (anatomical, functional, diffusion) and PET, in the future, EEG/MEG. For each modality, Clinica allows
to easily extract various types of features (regional measures, parametric maps, surfaces, curves, networks).
Such features are then subsequently used as input of machine learning, statistical modeling, morphometry or
network analysis methods. Processing pipelines are based on combinations of freely available tools developed
by the community. It provides an integrated data management specification to store raw and processing data.
Clinica is written in Python. It uses the Nipype system for pipelining. It combines widely-used software
for neuroimaging data analysis (SPM, Freesurfer, FSL, MRtrix...), morphometry (Deformetrica), machine
learning (Scikit-learn) and the BIDS standard for data organization.


http://www.deformetrica.org/
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FUNCTIONAL DESCRIPTION: Clinica is a software platform for multimodal brain image analysis in clinical
research studies. It makes it easy to apply advanced analysis tools to large scale clinical studies. For that
purpose, it integrates a comprehensive set of processing tools for the main neuroimaging modalities: currently
MRI (anatomical, functional, diffusion) and PET, in the future, EEG/MEG. For each modality, Clinica allows
to easily extract various types of features (regional measures, parametric maps, surfaces, curves, networks).
Such features are then subsequently used as input of machine learning, statistical modeling, morphometry
or network analysis methods. Clinica also provides an integrated data management specification to store raw
and processing data. Overall, Clinica helps to: i) apply advanced analysis tools to clinical research studies, ii)
easily share data and results, iii) make research more reproducible.

e Participants: Junhao Wen, Jorge Samper Gonzalez, Alexandre Routier, Tristan Moreau, Arnaud
Marcoux, Pascal Lu, Thomas Jacquemont, Jeremy Guillon, Olivier Colliot, Stanley Durrleman,
Michael Bacci, Simona Bottani, Ninon Burgos, Sabrina Fontanella and Pietro Gori

e Partners: Institut du Cerveau et de la Moelle épiniere (ICM) - CNRS - INSERM - UPMC
e  Contact: Olivier Colliot

e Publications: Amyloidosis and neurodegeneration result in distinct structural connectivity patterns in
mild cognitive impairment - Yet Another ADNI Machine Learning Paper? Paving The Way Towards
Fully-reproducible Research on Classification of Alzheimer’s Disease

e URL: http://www.clinica.run

6.4. Platforms

6.4.1. Platform Brain-computer interface

Our team has coordinated the implementation of the Brain-Computer Interface (BCI) platform at the Cen-
tre EEG/MEG of the neuroimaging core facility of the ICM. Several projects, including our NETBCI
NSF/NIH/ANR funded project, and demos are currently being run by different researchers of the Institute.
Such technological advance contributed to the scientific visibility of Inria and ICM with two TV reports (M6
and France 5).

7. New Results

7.1. Fiberprint: A subject fingerprint based on sparse code pooling for white

matter fiber analysis

Participants: Kuldeep Kumar [Correspondant], Christian Desrosiers, Kaleem Siddiqi, Olivier Colliot,
Matthew Toews.

White matter characterization studies use the information provided by diffusion magnetic resonance imaging
(dMRI) to draw cross-population inferences. However, the structure, function, and white matter geometry
vary across individuals. Here, we propose a subject fingerprint, called Fiberprint, to quantify the individual
uniqueness in white matter geometry using fiber trajectories. We learn a sparse coding representation for
fiber trajectories by mapping them to a common space defined by a dictionary. A subject fingerprint is then
generated by applying a pooling function for each bundle, thus providing a vector of bundle-wise features
describing a particular subject’s white matter geometry. These features encode unique properties of fiber
trajectories, such as their density along prominent bundles. An analysis of data from 861 Human Connectome
Project subjects reveals that a fingerprint based on approximately 3000 fiber trajectories can uniquely identify
exemplars from the same individual. We also use fingerprints for twin/sibling identification, our observations
consistent with the twin data studies of white matter integrity. Our results demonstrate that the proposed
Fiberprint can effectively capture the variability in white matter fiber geometry across individuals, using a
compact feature vector (dimension of 50), making this framework particularly attractive for handling large
datasets.


https://hal.inria.fr/hal-01518785
https://hal.inria.fr/hal-01518785
https://hal.inria.fr/hal-01578479
https://hal.inria.fr/hal-01578479
http://www.clinica.run
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More details in [21].

7.2. Individual analysis of molecular brain imaging data through automatic

identification of abnormality patterns

Participants: Ninon Burgos [Correspondant], Jorge Samper-Gonzdlez, Anne Bertrand, Marie-Odile Habert,
Sébastien Ourselin, Stanley Durrleman, M. Jorge Cardoso, Olivier Colliot.

We introduce a pipeline for the individual analysis of positron emission tomography (PET) data on large
cohorts of patients. This pipeline consists for each individual of generating a subject-specific model of healthy
PET appearance and comparing the individual’s PET image to the model via a novel regularised Z-score. The
resulting voxel-wise Z-score map can be interpreted as a subject-specific abnormality map that summarises
the pathology’s topographical distribution in the brain. We then propose a strategy to validate the abnormality
maps on several PET tracers and automatically detect the underlying pathology by using the abnormality maps
as features to feed a linear support vector machine (SVM)-based classifier. We applied the pipeline to a large
dataset comprising 298 subjects selected from the ADNI2 database (103 cognitively normal, 105 late MCI and
90 Alzheimer’s disease subjects). The high classification accuracy obtained when using the abnormality maps
as features demonstrates that the proposed pipeline is able to extract for each individual the signal characteristic
of dementia from both FDG and Florbetapir PET data.

More details in [27].

7.3. Multilevel Modeling with Structured Penalties for Classification from

Imaging Genetics data
Participants: Pascal Lu [Correspondant], Olivier Colliot.

In this paper, we propose a framework for automatic classification of patients from multimodal genetic and
brain imaging data by optimally combining them. Additive models with unadapted penalties (such as the
classical group lasso penalty or L;-multiple kernel learning) treat all modalities in the same manner and can
result in undesirable elimination of specific modalities when their contributions are unbalanced. To overcome
this limitation, we introduce a multilevel model that combines imaging and genetics and that considers joint
effects between these two modalities for diagnosis prediction. Furthermore, we propose a framework allowing
to combine several penalties taking into account the structure of the different types of data, such as a group
lasso penalty over the genetic modality and a Lo-penalty on imaging modalities. Finally , we propose a fast
optimization algorithm, based on a proximal gradient method. The model has been evaluated on genetic (single
nucleotide polymorphisms-SNP) and imaging (anatomical MRI measures) data from the ADNI database, and
compared to additive models. It exhibits good performances in AD diagnosis; and at the same time, reveals
relationships between genes, brain regions and the disease status.

More details in [33].

7.4. Towards Fully-reproducible Research on Classification of Alzheimer’s

Disease

Participants: Jorge Samper-Gonzilez [Correspondant], Ninon Burgos, Sabrina Fontanella, Hugo Bertin,
Marie-Odile Habert, Stanley Durrleman, Theodoros Evgeniou, Olivier Colliot.
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In recent years, the number of papers on Alzheimer’s disease classification has increased dramatically,
generating interesting methodological ideas on the use machine learning and feature extraction methods.
However, practical impact is much more limited and, eventually, one could not tell which of these approaches
are the most efficient. While over 90% of these works make use of ADNI an objective comparison between
approaches is impossible due to variations in the subjects included, image pre-processing, performance
metrics and cross-validation procedures. In this paper, we propose a framework for reproducible classification
experiments using multimodal MRI and PET data from ADNI. The core components are: 1) code to
automatically convert the full ADNI database into BIDS format; 2) a modular architecture based on Nipype in
order to easily plug-in different classification and feature extraction tools; 3) feature extraction pipelines for
MRI and PET data; 4) baseline classification approaches for unimodal and multimodal features. This provides
a flexible framework for benchmarking different feature extraction and classification tools in a reproducible
manner. Data management tools for obtaining the lists of subjects in AD, MCI converter, MCI non-converters,
CN classes are also provided. We demonstrate its use on all (1519) baseline T1 MR images and all (1102)
baseline FDG PET images from ADNI 1, GO and 2 with SPM-based feature extraction pipelines and three
different classification techniques (linear SVM, anatomically regularized SVM and multiple kernel learning
SVM). The highest accuracies achieved were: 91% for AD vs CN, 83% for MClc vs CN, 75% for MClIc
vs MClnc, 94% for AD-ABeta+ vs CN-ABeta- and 72% for MClc-ABeta+ vs MCInc-ABeta+. The code is
publicly available at https://gitlab.icm-institute.org/aramislab/AD-ML.

More details in [34].

7.5. Early Cognitive, Structural, and Microstructural Changes in
Presymptomatic C9orf72 Carriers Younger Than 40 Years

Participants: Anne Bertrand [Correspondant], Junhao Wen, Sabrina Fontanella, Alexandre Routier, Stanley
Durrleman, Olivier Colliot.

Presymptomatic carriers of chromosome 9 open reading frame 72 (C9orf72) mutation, the most frequent
genetic cause of frontotemporal lobar degeneration and amyotrophic lateral sclerosis, represent the optimal
target population for the development of disease-modifying drugs. Preclinical biomarkers are needed to
monitor the effect of therapeutic interventions in this population. The aim of our study was to assess the
occurrence of cognitive, structural, and microstructural changes in presymptomatic C9orf72 carriers. The
PREV-DEMALS study is a prospective, multicenter, observational study of first-degree relatives of individuals
carrying the C9orf72 mutation. Eighty-four participants entered the study between October 2015 and April
2017; 80 (95%) were included in cross-sectional analyses of baseline data. All participants underwent
neuropsychological testing and magnetic resonance imaging; 63 (79%) underwent diffusion tensor magnetic
resonance imaging. Gray matter volumes and diffusion tensor imaging metrics were calculated within regions
of interest. Anatomical and microstructural differences between individuals who carried the C9orf72 mutation
(C9+) and those who did not carry the C9orf72 mutation (C9-) were assessed using linear mixed-effects
models. Data were analyzed from October 2015 to April 2017.0f the 80 included participants, there were
41 C9+ individuals (24 [59%] female; mean [SD] age, 39.8 [11.1] years) and 39 C9- individuals (24 [62%]
female; mean [SD] age,45.2 [13.9] years). Compared with C9- individuals, C9+ individuals had lower mean
(SD)praxis scores (163.4 [6.1] vs 165.3 [5.9]; P = .01) and intransitive gesture scores (34.9 [1.6] vs 35.7 [1.5];
P =.004), atrophy in 8 cortical regions of interest and in the right thalamus, and white matter alterations in 8
tracts. When restricting the analyses to participants younger than 40 years, compared with C9- individuals, C9+
individuals had lower praxis scores and intransitive gesture scores, atrophy in 4 cortical regions of interest and
in the right thalamus, and white matter alterations in 2 tracts.Our work demontrates that cognitive, structural
and microstructural alterations are detectable in young C9+ individuals. Early and subtle praxis alterations,
underpinned by focal atrophy of the left supramarginal gyrus, may represent an early and nonevolving
phenotype related to neurodevelopmental effects of C9orf72 mutation. White matter alterations reflect the
future phenotype of frontotemporal lobar degeneration/amyotrophic lateral sclerosis, while atrophy appears
more diffuse. Our results contribute to a better understanding of the preclinical phase of C9orf72

More details in [5].
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7.6. Loss of brain inter-frequency hubs in Alzheimer’s disease

Participants: Jeremy Guillon, Yohan Attal, Olivier Colliot, Valentina La Corte, Bruno Dubois, Denis
Schwartz, Mario Chavez, Fabrizio de Vico Fallani [Correspondant].

Alzheimer’s disease (AD) causes alterations of brain network structure and function. The latter consists of
connectivity changes between oscillatory processes at different frequency channels. We proposed a multi-
layer network approach to analyze multiple-frequency brain networks inferred from magnetoencephalographic
recordings during resting-states in AD subjects and age-matched controls. Main results showed that brain
networks tend to facilitate information propagation across different frequencies, as measured by the multi-
participation coefficient (MPC). However, regional connectivity in AD subjects was abnormally distributed
across frequency bands as compared to controls, causing significant decreases of MPC. This effect was mainly
localized in association areas and in the cingulate cortex, which acted, in the healthy group, as a true inter-
frequency hub. MPC values significantly correlated with memory impairment of AD subjects, as measured by
the total recall score. Most predictive regions belonged to components of the default-mode network that are
typically affected by atrophy, metabolism disruption and amyloid-53 deposition. We evaluated the diagnostic
power of the MPC and we showed that it led to increased classification accuracy (78.39%) and sensitivity
(91.11%). These findings shed new light on the brain functional alterations underlying AD and provide
analytical tools for identifying multi-frequency neural mechanisms of brain diseases.

More details in [17].

7.7. A statistical model for brain networks inferred from large-scale

electrophysiological signals

Participants: Catalina Obando, Fabrizio de Vico Fallani [Correspondant].

Network science has been extensively developed to characterize the structural properties of complex systems,
including brain networks inferred from neuroimaging data. As a result of the inference process, networks
estimated from experimentally obtained biological data represent one instance of a larger number of realiza-
tions with similar intrinsic topology. A modelling approach is therefore needed to support statistical inference
on the bottom-up local connectivity mechanisms influencing the formation of the estimated brain networks.
Here, we adopted a statistical model based on exponential random graph models (ERGMs) to reproduce brain
networks, or connectomes, estimated by spectral coherence between high-density electroencephalographic
(EEG) signals. ERGMs are made up by different local graph metrics, whereas the parameters weight the re-
spective contribution in explaining the observed network. We validated this approach in a dataset of N %4 108
healthy subjects during eyes-open (EO) and eyes closed (EC) resting-state conditions. Results showed that
the tendency to form triangles and stars, reflecting clustering and node centrality, better explained the global
properties of the EEG connectomes than other combinations of graph metrics. In particular, the synthetic
networks generated by this model configuration replicated the characteristic differences found in real brain
networks, with EO eliciting significantly higher segregation in the alpha frequency band (8-13 Hz) than EC.
Furthermore, the fitted ERGM parameter values provided complementary information showing that clustering
connections are significantly more represented from EC to EO in the alpha range, but also in the beta band
(14-29 Hz), which is known to play a crucial role in cortical processing of visual input and externally oriented
attention. Taken together, these findings support the current view of the functional segregation and integration
of the brain in terms of modules and hubs, and provide a statistical approach to extract new information on the
(re)organizational mechanisms in healthy and diseased brains. More details in [23].

7.8. A Topological Criterion for Filtering Information in Complex Brain

Networks
Participants: Fabrizio de Vico Fallani [Correspondant], Vito Latora, Mario Chavez.
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In many biological systems, the network of interactions between the elements can only be inferred from
experimental measurements. In neuroscience, non-invasive imaging tools are extensively used to derive either
structural or functional brain networks in-vivo. As a result of the inference process, we obtain a matrix of
values corresponding to a fully connected and weighted network. To turn this into a useful sparse network,
thresholding is typically adopted to cancel a percentage of the weakest connections. The structural properties
of the resulting network depend on how much of the inferred connectivity is eventually retained. However, how
to objectively fix this threshold is still an open issue. We introduce a criterion, the efficiency cost optimization
(ECO), to select a threshold based on the optimization of the trade-off between the efficiency of a network
and its wiring cost. We prove analytically and we confirm through numerical simulations that the connection
density maximizing this trade-off emphasizes the intrinsic properties of a given network, while preserving its
sparsity. Moreover, this density threshold can be determined a-priori, since the number of connections to filter
only depends on the network size according to a power-law. We validate this result on several brain networks,
from micro- to macro-scales, obtained with different imaging modalities. Finally, we test the potential of ECO
in discriminating brain states with respect to alternative filtering methods. ECO advances our ability to analyze
and compare biological networks, inferred from experimental data, in a fast and principled way.

More details in [11].

7.9. Preclinical Alzheimer’s disease: a systematic review of the cohorts

underlying the concept

Participants: Stéphane Epelbaum [Correspondant], Remy Genthon, Enrica Cavedo, Marie Odile Habert,
Foudil Lamari, Geoffroy Gagliardi, Simone Lista, Marc Teichmann, Hovagim Bakardjian, Harald Hampel,
Bruno Dubois.

Preclinical Alzheimer’s disease (AD) is a relatively recent concept describing an entity characterized by
the presence of a pathophysiological biomarker signature characteristic for AD in the absence of specific
clinical symptoms. There is rising interest in the scientific community to define such an early target population
mainly due to failures of all recent clinical trials despite evidence of biological effects on brain amyloidosis
for some compounds. A conceptual framework has recently been proposed for this preclinical phase of
AD. However, few data exist on this silent stage of AD. We performed a systematic review in order to
investigate how the concept is defined across studies. The review highlights the substantial heterogeneity
concerning the three main determinants of preclinical AD: “normal cognition”, “cognitive decline” and “AD
pathophysiological signature”. We emphasize the need for a harmonized nomenclature of the preclinical AD
concept and standardized population-based and case-control studies using unified operationalized criteria.

More details in [12].

7.10. Free and Cued Selective Reminding Test - accuracy for the differential
diagnosis of Alzheimer’s and neurodegenerative diseases: A large-scale

biomarker-characterized monocenter cohort study (ClinAD)

Participants: Marc Teichmann [Correspondant], Stéphane Epelbaum, Dalila Samri, Marcel Levy Nogueira,
Agnes Michon, Harald Hampel, Foudil Lamari, Bruno Dubois.

The International Working Group recommended the Free and Cued Selective Reminding Test (FCSRT) as a
sensitive detector of the amnesic syndrome of the hippocampal type in typical Alzheimer’s disease (AD). But
does it differentiate AD from other neurodegenerative diseases? We assessed the FCSRT and cerebrospinal
fluid (CSF) AD biomarkers in 992 cases. Experts, blinded to biomarker data, attributed in 650 cases a
diagnosis of typical AD, frontotemporal dementia, posterior cortical atrophy, Lewy body disease, progressive
supranuclear palsy, corticobasal syndrome, primary progressive aphasias, "subjective cognitive decline," or
depression. The FCSRT distinguished typical AD from all other conditions with a sensitivity of 100% and a
specificity of 75%. Non-AD neurodegenerative diseases with positive AD CSF biomarkers ("atypical AD") did
not have lower FCSRT scores than those with negative biomarkers. The FCSRT is a reliable tool for diagnosing
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typical AD among various neurodegenerative diseases. At an individual level, however, its specificity is not
absolute. Our findings also widen the spectrum of atypical AD to multiple neurodegenerative conditions.

More details in [13].

Parallel transport in shape analysis : a scalable numerical scheme
Participants: Maxime Louis, Alexandre Béne, Benjamin Charlier, Stanley Durrleman.

The analysis of manifold-valued data requires efficient tools from Riemannian geometry to cope with the
computational complexity at stake. This complexity arises from the always-increasing dimension of the data,
and the absence of closed-form expressions to basic operations such as the Riemannian logarithm. In this work,
we adapted a generic numerical scheme recently introduced for computing parallel transport along geodesics
in a Riemannian manifold to finite-dimensional manifolds of diffeomorphisms. We provided a qualitative and
quantitative analysis of its behavior on high-dimensional manifolds, and investigated an application with the
prediction of brain structures progression.

More details in [32].

Statistical learning of spatiotemporal patterns from longitudinal

manifold-valued networks

Participants: Igor Koval, Jean-Baptiste Schiratti, Alexandre Routier, Michael Bacci, Olivier Colliot,
Stéphanie Allassonniere, Stanley Durrleman.

We introduced a mixed-effects model to learn spatiotemporal patterns on a network by considering longitudinal
measures distributed on a fixed graph. The data come from repeated observations of subjects at different time
points which take the form of measurement maps distributed on a graph such as an image or a mesh. The
model learns a typical group-average trajectory characterizing the propagation of measurement changes across
the graph nodes. The subject-specific trajectories are defined via spatial and temporal transformations of the
group-average scenario, thus estimating the variability of spatiotemporal patterns within the group. To estimate
population and individual model parameters, we adapted a stochastic version of the Expectation-Maximization
algorithm, the MCMC-SAEM. The model was used to describe the propagation of cortical atrophy during the
course of Alzheimer’s Disease. Model parameters show the variability of this average pattern of atrophy in
terms of trajectories across brain regions, age at disease onset and pace of propagation. We showed that the
personalization of this model yields accurate prediction of maps of cortical thickness in patients.

More details in [29]

Prediction of the progression of subcortical brain structures in

Alzheimer’s disease from baseline

Participants: Alexandre Bone, Maxime Louis, Alexandre Routier, Jorge Samper, Michael Bacci, Benjamin
Charlier, Olivier Colliot, Stanley Durrleman.

We proposed a method to predict the subject-specific longitudinal progression of brain structures extracted
from baseline MRI, and evaluated its performance on Alzheimer’s disease data. The disease progression is
modeled as a trajectory on a group of diffeomorphisms in the context of large deformation diffeomorphic met-
ric mapping (LDDMM). We first exhibited the limited predictive abilities of geodesic regression extrapolation
on this group. Building on the recent concept of parallel curves in shape manifolds, we then introduced a sec-
ond predictive protocol which personalizes previously learned trajectories to new subjects, and investigate the
relative performances of two parallel shifting paradigms. This design only requires the baseline imaging data.
Finally, coefficients encoding the disease dynamics are obtained from longitudinal cognitive measurements
for each subject, and exploited to refine our methodology which was demonstrated to successfully predict the
follow-up visits.

More details in [28]
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Prediction of amyloidosis from neuropsychological and MRI data for

cost effective inclusion of pre-symptomatic subjects in clinical trials

Participants: Manon Ansart, Stéphane Epelbaum, Geoffroy Gagliardi, Olivier Colliot, Didier Dormont,
Bruno Dubois, Harald Hampel, Stanley Durrleman.

We proposed a method for selecting pre-symptomatic subjects likely to have amyloid plaques in the brain,
based on the automatic analysis of neuropsychological and MRI data and using a cross-validated binary
classifier. By avoiding systematic PET scan for selecting subjects, it reduces the cost of forming cohorts
of subjects with amyloid plaques for clinical trials, by scanning fewer subjects but increasing the number of
recruitments. We validated our method on three cohorts of subjects at different disease stages, and compared
the performance of six classifiers, showing that the random forest yields good results more consistently, and
that the method generalizes well when tested on an unseen data set.

More details in [25]

Geodesic shape regression with multiple geometries and sparse
parameters

Participants: James Fishbaugh, Stanley Durrleman, Marcel Prastawa, Guido Gerig.

Many problems in medicine are inherently dynamic processes which include the aspect of change over time,
such as childhood development, aging, and disease progression. From medical images, numerous geometric
structures can be extracted with various representations, such as landmarks, point clouds, curves, and surfaces.
Different sources of geometry may characterize different aspects of the anatomy, such as fiber tracts from DTI
and subcortical shapes from structural MRI, and therefore require a modeling scheme which can include
various shape representations in any combination. In this paper, we present a geodesic regression model
in the large deformation (LDDMM) framework applicable to multi-object complexes in a variety of shape
representations. Our model decouples the deformation parameters from the specific shape representations,
allowing the complexity of the model to reflect the nature of the shape changes, rather than the sampling of
the data. As a consequence, the sparse representation of diffeomorphic flow allows for the straightforward
embedding of a variety of geometry in different combinations, which all contribute towards the estimation
of a single deformation of the ambient space. Additionally, the sparse representation along with the geodesic
constraint results in a compact statistical model of shape change by a small number of parameters defined
by the user. Experimental validation on multi-object complexes demonstrate robust model estimation across
a variety of parameter settings. We further demonstrate the utility of our method to support the analysis of
derived shape features, such as volume, and explore shape model extrapolation. Our method is freely available
in the software package deformetrica which can be downloaded at www.deformetrica.org.

More details in [14]

A sub-Riemannian modular framework for diffeomorphism based

analysis of shape ensembles
Participants: Barara Gris, Stanley Durrleman, Alain Trouvé.

Deformations, and diffeormophisms in particular, have played a tremendous role in the field of statistical shape
analysis, as a proxy to measure and interpret differences between similar objects but with different shapes.
Diffeomorphisms usually result from the integration of a flow of regular velocity fields, whose parameters
have not enabled so far a full control of the local behaviour of the deformation. In this work, we propose a new
mathematical and computational framework, in which diffeomorphisms are built on the combination of local
deformation modules with few degrees of freedom. Deformation modules contribute to a global velocity field,
and interact with it during integration so that the local modules are transported by the global diffeomorphic
deformation under construction. Such modular diffeomorphisms are used to deform shapes and to provide
the shape space with a sub-Riemannian metric. We then derive a method to estimate a Fréchet mean from a


file:www.deformetrica.org

7.17.

7.18.

14 Activity Report INRIA 2017

series of observations, and to decompose the variations in shape observed in the training samples into a set
of elementary deformation modules encoding distinctive and interpretable aspects of the shape variability. We
show how this approach brings new solutions to long lasting problems in the fields of computer vision and
medical image analysis. For instance, the easy implementation of priors in the type of deformations offers a
direct control to favor one solution over another in situations where multiple solutions may fit the observations
equally well. It allows also the joint optimisation of a linear and a non-linear deformation between shapes,
the linear transform simply being a particular type of modules. The proposed approach generalizes previous
methods for constructing diffeomorphisms and opens up new perspectives in the field of statistical shape
analysis.

More details in [16]

A Bayesian Framework for Joint Morphometry of Surface and Curve

meshes in Multi-Object Complexes

Participants: Pietro Gori, Olivier Colliot, Linda Marrakchi-Kacem, Yulia Worbe, Cyril Poupon, Andreas
Hartmann, Nicholas Ayache, Stanley Durrleman.

We present a Bayesian framework for atlas construction of multi-object shape complexes comprised of both
surface and curve meshes. It is general and can be applied to any parametric deformation framework and to
all shape models with which it is possible to define probability density functions (PDF). Here , both curve
and surface meshes are modelled as Gaussian random varifolds , using a finite-dimensional approximation
space on which PDFs can be defined. Using this framework , we can automatically estimate the parameters
balancing data-terms and deformation regularity , which previously required user tuning. Moreover , it is
also possible to estimate a well-conditioned covariance matrix of the deformation parameters. We also extend
the proposed framework to data-sets with multiple group labels. Groups share the same template and their
deformation parameters are modelled with different distributions. We can statistically compare the groups
> distributions since they are defined on the same space. We test our algorithm on 20 Gilles de la Tourette
patients and 20 control subjects , using three sub-cortical regions and their incident white matter fiber bundles.
We compare their morphological characteristics and variations using a single diffeomorphism in the ambient
space. The proposed method will be integrated with the Deformetrica software package, publicly available at
www.deformetrica.org.

More details in [15]

A Bayesian mixed-effects model to learn trajectories of changes from
repeated manifold-valued observations

Participants: Jean-Baptiste Schiratti, Stéphanie Allassonniere, Olivier Colliot, Stanley Durrleman.

We propose a generic Bayesian mixed-effects model to estimate the temporal progression of a biological
phenomenon from observations obtained at multiple time points for a group of individuals. The progression is
modeled by continuous trajectories in the space of measurements. Individual trajectories of progression result
from spatiotemporal transformations of an average trajectory. These transformations allow to quantify the
changes in direction and pace at which the trajectories are followed. The framework of Rieman-nian geometry
allows the model to be used with any kind of measurements with smooth constraints. A stochastic version
of the Expectation-Maximization algorithm is used to produce produce maximum a posteriori estimates of
the parameters. We evaluate our method using series of neuropsychological test scores from patients with
mild cognitive impairments later diagnosed with Alzheimer’s disease, and simulated evolutions of symmetric
positive definite matrices. The data-driven model of the impairment of cognitive functions shows the variability
in the ordering and timing of the decline of these functions in the population. We show also that the estimated
spatiotemporal transformations effectively put into correspondence significant events in the progression of
individuals.

More details in [40]
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8. Bilateral Contracts and Grants with Industry

8.1. Bilateral Contracts with Industry
8.1.1. Air-Liquide Medical Systems

Participants: Mario Chavez [Correspondant], Xavier Navarro.

Project title: Real-time characterisation of respiratory states from EEG
Funded in 2014

Amount: 370 K€

Coordinator: Thomas Similowski

Other partners: UPMC, Inserm UMR 1158

Abstract: The project aims at developing a real-time brain computer interface (BCI) for the moni-
toring of respiratory states from scalp EEG data of healthy volunteers and patients, recorded at the
laboratory, hospital ward, operating room or intensive care units.

8.2. Bilateral Grants with Industry
8.2.1. Carthera

Participants: Stéphane Epelbaum [Correspondant], Alexandre Carpentier, Anne Bertrand, Marie Odile
Habert.

Project title: Open label phase 1/2 study evaluating the safety and usefulness of transient opening of
the b