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2. Overall Objectives

2.1. Introduction
Knowledge discovery in databases (KDD) consists in processing large volumes of data in order to discover
knowledge units that are significant and reusable. Assimilating knowledge units to gold nuggets, and databases
to lands or rivers to be explored, the KDD process can be likened to the process of searching for gold. This
explains the name of the research team: in French “orpailleur” denotes a person who is searching for gold in
rivers or mountains. The KDD process is based on three main operations: data preparation, data mining and
interpretation of the extracted units as knowledge units. Moreover, the KDD process is iterative, interactive,
and generally controlled by an expert of the data domain, called the analyst. The analyst selects and interprets
a subset of the extracted units for obtaining knowledge units having a certain plausibility. In this view, KDD
is an exploratory process similar to “exploratory data analysis”.

As a person searching for gold may have a certain experience about the task and the location, the analyst may
use general and domain knowledge for improving the whole KDD process. Accordingly, the KDD process
may be related to knowledge bases –or domain ontologies– related to the domain of data for implementing
knowledge discovery guided by domain knowledge (KDDK). In KDDK, extracted units have “a life” after
the interpretation step: they are represented as knowledge units using a knowledge representation formalism
and integrated within an ontology to be reused for problem-solving needs. In this way, knowledge discovery
extends and updates existing knowledge bases, reifying the complementarity of knowledge discovery and
knowledge representation.

3. Research Program

3.1. Knowledge Discovery guided by Domain Knowledge
Keywords: knowledge discovery in databases, knowledge discovery in databases guided by domain

knowledge, data mining, data exploration, formal concept analysis, classification, pattern mining,
numerical methods in data mining.

Knowledge discovery in databases (KDD) aims at discovering patterns in large databases. These patterns
can then be interpreted as knowledge units to be reused in knowledge systems. From an operational point
of view, the KDD process is based on three main steps: (i) selection and preparation of the data, (ii) data
mining, (iii) interpretation of the discovered patterns. The KDD process –as implemented in the Orpailleur
team– is based on data mining methods which are either symbolic or numerical. Symbolic methods are based
on pattern mining (e.g. mining frequent itemsets, association rules, sequences...), Formal Concept Analysis
(FCA [78]) and extensions of FCA such as Pattern Structures [84] and Relational Concept Analysis (RCA
[90]). Numerical methods are based on probabilistic approaches such as second-order Hidden Markov Models
(HMM [85]), which are well adapted to the mining of temporal and spatial data. Other numerical methods in
data mining which are also of interest for the team are Random Forests, SVM, and neural networks.
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Domain knowledge, when available, can improve and guide the KDD process, materializing the idea of Knowl-
edge Discovery guided by Domain Knowledge or KDDK. In KDDK, domain knowledge plays a role at each
step of KDD: the discovered patterns can be interpreted as knowledge units and reused for problem-solving
activities in knowledge systems, implementing the exploratory process “mining, interpreting (modeling), rep-
resenting, and reasoning”. In this way, knowledge discovery appears as a core task in knowledge engineering,
with an impact in various semantic activities, e.g. information retrieval, recommendation and ontology engi-
neering. Usual application domains include agronomy, astronomy, biology, chemistry, and medicine.

One main operation in the research work of Orpailleur on KDDK is classification, which is a polymorphic
process involved in modeling, mining, representing, and reasoning tasks. Classification problems can be
formalized by means of a class of objects (or individuals), a class of attributes (or properties), and a binary
correspondence between the two classes, indicating for each individual-property pair whether the property
applies to the individual or not. The properties may be features that are present or absent, or the values of
a property that have been transformed into binary variables. Formal Concept Analysis (FCA) relies on the
analysis of such binary tables and may be considered as a symbolic data mining technique to be used for
extracting a set of formal concepts then organized within a concept lattice [78] (concept lattices are also
known as “Galois lattices” [71]).

In parallel, the search for frequent itemsets and the extraction of association rules are well-known symbolic
data mining methods, related to FCA (actually searching for frequent itemsets can be understood as traversing
a concept lattice). Both processes usually produce a large number of items and rules, leading to the associated
problems of “mining the sets of extracted items and rules”. Some subsets of itemsets, e.g. frequent closed
itemsets (FCIs), allow finding interesting subsets of association rules, e.g. informative association rules. This
explains why several algorithms are needed for mining data depending on specific applications [91].

3.2. Text Mining
Keywords: text mining, knowledge discovery from texts, text classification, annotation, ontology engi-

neering from texts.

The objective of a text mining process is to extract useful knowledge units from large collections of texts [67].
The text mining process shows specific characteristics due to the fact that texts are complex objects written in
natural language. The information in a text is expressed in an informal way, following linguistic rules, making
text mining a difficult task. A text mining process has to take into account –as much as possible– paraphrases,
ambiguities, specialized vocabulary and terminology. This is why the preparation of texts for text mining is
usually dependent on linguistic resources and methods.

From a KDDK perspective, text mining aims at extracting “interesting units” (nouns and relations) from texts
with the help of domain knowledge encoded within a knowledge base. The process is roughly similar for
text annotation. Text mining is especially useful in the context of semantic web for ontology engineering. In
the Orpailleur team, we work on the mining of real-world texts in application domains such as biology and
medicine, using mainly symbolic data mining methods, and especially Formal Concept Analysis. Accordingly,
the text mining process may be involved in a loop used to enrich and to extend linguistic resources. In turn,
linguistic and ontological resources can be exploited to guide a “knowledge-based text mining process”.

3.3. Knowledge Systems and Web of Data
Keywords: knowledge engineering, web of data, semantic web, ontology, description logics,

classification-based reasoning, case-based reasoning, information retrieval.

The web of data constitutes a good platform for experimenting ideas on knowledge engineering and knowledge
discovery. Following the principles of semantic web, a software agent may be able to read, understand,
and manipulate information on the web, if and only if the knowledge necessary for achieving those tasks
is available: this is why knowledge bases (domain ontologies) are of main importance. OWL is the knowledge
representation language used to design ontologies and knowledge bases, which is based on description logics
(DLs [68]). In OWL, knowledge units are represented by classes (DL concepts) having properties (DL roles)



Project-Team ORPAILLEUR 5

and instances. Concepts can be organized within a partial order based on a subsumption relation, and the
inference services are based on satisfiability, classification-based reasoning and case-based reasoning (CBR).

Actually, there are many interconnections between concept lattices in FCA and ontologies, e.g. the partial
order underlying an ontology can be supported by a concept lattice. Moreover, a pair of implications within a
concept lattice can be adapted for designing concept definitions in ontologies. Accordingly, we are interested
here in two main challenges: how the web of data, as a set of potential knowledge sources (e.g. DBpedia,
Wikipedia, Yago, Freebase) can be mined for helping the design of definitions and knowledge bases and how
knowledge discovery techniques can be applied for providing a better usage of the web of data (e.g. LOD
classification).

Accordingly, a part of the research work in Knowledge Engineering is oriented towards knowledge discovery
in the web of data, as, with the increased interest in machine processable data, more and more data is
now published in RDF (Resource Description Framework) format. Particularly, we are interested in the
completeness of the data and their potential to provide concept definitions in terms of necessary and sufficient
conditions [69]. We have proposed a novel technique based on FCA which allows data exploration as well as
the discovery of definition (bidirectional implication rules).

4. Application Domains

4.1. Life Sciences: Biology, Chemistry and Medicine
Participants: Adrien Coulet, Kévin Dalleau, Esther Catherine Galbrun, Nicolas Jay, Joël Legrand, Jean
Lieber, Pierre Monnin, Amedeo Napoli, Chedy Raïssi, Mohsen Sayed, Malika Smaïl-Tabbone, Yannick
Toussaint.

Keywords: knowledge discovery in life sciences, biology, chemistry, medicine, pharmacogenomics and
precision medicine.

One major application domain which is currently investigated by the Orpailleur team is related to life sciences,
with particular emphasis on biology, medicine, and chemistry. The understanding of biological systems
provides complex problems for computer scientists, and the developed solutions bring new research ideas or
possibilities for biologists and for computer scientists as well. Indeed, the interactions between researchers in
biology and researchers in computer science improve not only knowledge about systems in biology, chemistry,
and medicine, but knowledge about computer science as well.

Knowledge discovery is gaining more and more interest and importance in life sciences for mining either
homogeneous databases such as protein sequences and structures, or heterogeneous databases for discov-
ering interactions between genes and environment, or between genetic and phenotypic data, especially for
public health and precision medicine (pharmacogenomics). Pharmacogenomics is one main challenge for the
Orpailleur team as it considers a large panel of complex data ranging from biological to medical data, and
various kinds of encoded domain knowledge ranging from texts to formal ontologies.

On the same line as biological data, chemical data are presenting important challenges w.r.t. knowledge
discovery, for example for mining collections of molecular structures and collections of chemical reactions
in organic chemistry. The mining of such collections is an important task for various reasons among which the
challenge of graph mining and the industrial needs (especially in drug design, pharmacology and toxicology).
Molecules and chemical reactions are complex data that can be modeled as labeled graphs. Graph mining
methods may play an important role in this framework and Formal Concept Analysis can also be used in an
efficient and well-founded way [86]. Graph mining as considered in the framework of FCA is an important
task on which we are working, whose results can be transferred to text mining as well.
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We are working on knowledge management in medicine and analysis of patient trajectories. The Kasimir
research project is about decision support and knowledge management for the treatment of cancer. This
is a multidisciplinary research project in which researchers in computer science (Orpailleur) and experts
in oncology are participating. For a given cancer localization, a treatment is based on a protocol, which is
applied in 70% of the cases and provides a treatment. The 30% remaining cases are “out of the protocol”, e.g.
contraindication, treatment impossibility, etc. and the protocol have to be adapted, based on discussions among
specialists. This adaptation process is modeled in Kasimir thanks to CBR, where semantic web technologies
have been used.

The analysis of patient trajectories, i.e. the “path” of a patient during illness (chronic illnesses and cancer),
can be considered as an analysis of sequences. It is important to understand such sequential data and sequence
mining methods should be adapted for addressing the complex nature of medical events. We are interested in
the analysis of trajectories at different levels of granularity and w.r.t. external domain ontologies. In addition,
it is also important to be able to compare and classify trajectories according to their content. Then we are also
interested in the definition of similarity measures able to take into account the complex nature of trajectories
and that can be efficiently implemented for allowing quick and reliable classifications.

4.2. Other Application Domains
Participants: Emmanuelle Gaillard, Florence Le Ber, Jean Lieber, Jean-François Mari, Amedeo Napoli,
Emmanuel Nauer, Sébastien Da Silva.

4.2.1. Cooking
Keywords: cooking, knowledge engineering, case-based reasoning, semantic web

The origin of the Taaable project is the Computer Cooking Contest (CCC). A contestant to CCC is a system
that answers queries about recipes, using a recipe base; if no recipe exactly matches the query, then the system
adapts another recipe. Taaable is a case-based reasoning system based on knowledge representation, semantic
web and knowledge discovery technologies. The system enables to validate scientific results and to study the
complementarity of various research trends in an application domain which is simple to understand and which
raises complex issues at the same time.

4.2.2. Agronomy
Keywords: simulation in agronomy, graph model in agronomy

Research in agronomy was conducted in cooperation between Inria and INRA, within the INRA research
network PAYOTE about landscape modeling. The research work was related to the characterization and the
simulation of hedgerow structures in agricultural landscapes, based on Hilbert-Peano curves and Markov
models [73]. Moreover, an on-going research work about the representation of farmer experience is carried on
within a collaboration with IRD in Madagascar [81]. Sketches drawn by farmers were transformed into graphs
and compared thanks to Formal Concept Analysis.

4.2.3. Digital Humanities
Keywords: digital humanities, semantic web, SPARQL, approximate search, case-based reasoning

Members of the Orpailleur team are collaborating with a group of researchers working in history and
philosophy of science and technologies (they are located in Brest, Montpellier and Nancy). The idea is to
reuse semantic web technologies for better access and better representation of their text corpora.

5. Highlights of the Year

5.1. Highlights of the Year
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Classical properties of functions such as associativity, although algebraically easy to read, are hard to
meaningfully interpret. In [60] Miguel Couceiro and colleagues at the University of Luxembourg (Jean-Luc
Marichal, Jimmy Devillet) showed that associative and quasi-trivial operations that are non-decreasing are
characterized in terms of total and weak orderings through the so-called single-peakedness property introduced
in social choice theory by Duncan Black. This enabled visual interpretations of the above mentioned algebraic
properties, and the enumeration of such operations led to several, previously unknown, integer sequences
in Sloane’s On-Line Encyclopedia of Integer Sequences (http://www.oeis.org), e.g., A292932, A292933, and
A292934.

6. New Software and Platforms

6.1. ARPEnTAge
Analyse de Régularités dans les Paysages : Environnement, Territoires, Agronomie
KEYWORDS: Stochastic process - Hidden Markov Models
FUNCTIONAL DESCRIPTION: ARPEnTAge is a software based on stochastic models (HMM2 and Markov
Field) for analyzing spatio-temporal data-bases. ARPEnTAge is built on top of the CarottAge system to fully
take into account the spatial dimension of input sequences. It takes as input an array of discrete data in which
the columns contain the annual land-uses and the rows are regularly spaced locations of the studied landscape.
It performs a Time-Space clustering of a landscape based on its time dynamic Land Uses (LUS). Displaying
tools and the generation of Time-dominant shape files have also been defined.

• Partner: INRA

• Contact: Jean-François Mari

• URL: http://carottage.loria.fr/index_in_english.html

6.2. CarottAge
KEYWORDS: Stochastic process - Hidden Markov Models
FUNCTIONAL DESCRIPTION: The system CarottAge is based on Hidden Markov Models of second order
and provides a non supervised temporal clustering algorithm for data mining and a synthetic representation
of temporal and spatial data. CarottAge is currently used by INRA researchers interested in mining the
changes in territories related to the loss of biodiversity (projects ANR BiodivAgrim and ACI Ecoger) and/or
water contamination. CarottAge is also used for mining hydromorphological data. Actually a comparison was
performed with three other algorithms classically used for the delineation of river continuum and CarottAge
proved to give very interesting results for that purpose.

• Participants: Florence Le Ber and Jean-François Mari

• Partner: INRA

• Contact: Jean-François Mari

• URL: http://carottage.loria.fr/index_in_english.html

6.3. CORON
KEYWORDS: Data mining - Closed itemset - Frequent itemset - Generator - Association rule - Rare itemset
FUNCTIONAL DESCRIPTION: The Coron platform is a KDD toolkit organized around three main components:
(1) Coron-base, (2) AssRuleX, and (3) pre- and post-processing modules.

http://www.oeis.org
http://carottage.loria.fr/index_in_english.html
http://carottage.loria.fr/index_in_english.html
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The Coron-base component includes a complete collection of data mining algorithms for extracting itemsets
such as frequent itemsets, closed itemsets, generators and rare itemsets. In this collection we can find APriori,
Close, Pascal, Eclat, Charm, and, as well, original algorithms such as ZART, Snow, Touch, and Talky-
G. AssRuleX generates different sets of association rules (from itemsets), such as minimal non-redundant
association rules, generic basis, and informative basis. In addition, the Coron system supports the whole life-
cycle of a data mining task and proposes modules for cleaning the input dataset, and for reducing its size if
necessary.

• Participants: Adrien Coulet, Aleksey Buzmakov, Amedeo Napoli, Florent Marcuola, Jérémie
Bourseau, Laszlo Szathmary, Mehdi Kaytoue, Victor Codocedo and Yannick Toussaint

• Contact: Amedeo Napoli

• URL: http://coron.loria.fr/site/index.php

6.4. Tuuurbine
KEYWORD: Semantic Web
FUNCTIONAL DESCRIPTION: Tuuurbine: a Generic Ontology Guided Case-Based Inference Engine. The
experience acquired since 5 years with the Taaable system conducted to the creation of a generic cased-
based reasoning system, whose reasoning procedure is based on a domain ontology. This new system, called
Tuuurbine, takes into account the retrieval step, the case base organization, and also an adaptation procedure
which is not addressed by other generic case-based reasoning tools. Moreover, Tuuurbine is built over semantic
web standards that will ensure facilities for being plugged over data available on the web. The domain
knowledge is represented in an RDF store, which can be interfaced with a semantic wiki, for collaborative
edition and management of the knowledge involved in the reasoning system (cases, ontology, adaptation rules).

• Contact: Emmanuel Nauer

• URL: http://tuuurbine.loria.fr/

6.5. LatViz: Visualization of Concept Lattices
• Contact: Amedeo Napoli

• URL: http://latviz.loria.fr/

• KEYWORDS: Formal Concept Analysis, Pattern Structures, Concept Lattice, Implications, Visual-
ization

FUNCTIONAL DESCRIPTION.

LatViz is a tool allowing the construction, the display and the exploration of concept lattices. LatViz
proposes some noticeable improvements over existing tools and introduces various functionalities focusing
on interaction with experts, such as visualization of pattern structures for dealing with complex non-binary
data, AOC-poset which is composed of the core elements of the lattice, concept annotations, filtering based on
various criteria and a visualization of implications [70]. This way the user can effectively perform interactive
exploratory knowledge discovery as often needed in knowledge engineering.

The Latviz platform can be associated with the Coron platform and extends its visualization capabilities (see
http://coron.loria.fr). Recall that the Coron platform includes a complete collection of data mining algorithms
for extracting itemsets and association rules.

6.6. OrphaMine: Data Mining Platform for Orphan Diseases
• Contact: Chedy Raïssi

• URL: http://orphamine.inria.fr/

• KEYWORDS: Bioinformatics, data mining, biology, health, data visualization, drug development.

FUNCTIONAL DESCRIPTION.

http://coron.loria.fr/site/index.php
http://tuuurbine.loria.fr/
http://latviz.loria.fr/
http://coron.loria.fr
http://orphamine.inria.fr/
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The OrphaMine platform enables visualization, data integration and in-depth analytics in the domain of
“orphan diseases”, where data is extracted from the OrphaData ontology (http://www.orpha.net/consor/cgi-
bin/index.php). At present, we aim at building a true collaborative portal that will serve different actors: (i) a
general visualization of OrphaData data for physicians working, maintaining and developing this knowledge
database about orphan diseases. (ii) the integration of analytics (data mining) algorithms developed by the
different academic actors. (iii) the use of these algorithms to improve our general knowledge of rare diseases.

6.7. Siren: Interactive and Visual Redescription Mining
• Contact: Esther Catherine Galbrun

• URL: http://siren.gforge.inria.fr/main/

• KEYWORDS: Redescription mining, Interactivity, Visualization.

FUNCTIONAL DESCRIPTION.

Siren is a tool for interactive mining and visualization of redescriptions. Redescription mining aims to find
distinct common characterizations of the same objects and, vice versa, to identify sets of objects that admit
multiple shared descriptions. The goal is to provide domain experts with a tool allowing them to tackle their
research questions using redescription mining. Merely being able to find redescriptions is not enough. The
expert must also be able to understand the redescriptions found, adjust them to better match his domain
knowledge and test alternative hypotheses with them, for instance. Thus, Siren allows mining redescriptions in
an anytime fashion through efficient, distributed mining, to examine the results in various linked visualizations,
to interact with the results either directly or via the visualizations, and to guide the mining algorithm toward
specific redescriptions.

New features, such as a visualization of the contribution of individual literals in the queries and the simplifica-
tion of queries as a post-processing, have been added to the tool, during the internship of IUT student Laëtitia
Lemière.

7. New Results

7.1. Mining of Complex Data
Participants: Quentin Brabant, Miguel Couceiro, Adrien Coulet, Esther Catherine Galbrun, Nyoman Juniarta,
Florence Le Ber, Joël Legrand, Pierre Monnin, Tatiana Makhalova, Amedeo Napoli, Justine Reynaud, Chedy
Raïssi, Mohsen Sayed, Yannick Toussaint.

Keywords: formal concept analysis, relational concept analysis, pattern structures, pattern mining, asso-
ciation rule, redescription mining, graph mining, sequence mining, biclustering, skyline, aggregation

7.1.1. FCA and Variations: RCA, Pattern Structures and Biclustering
Advances in data and knowledge engineering have emphasized the needs for pattern mining tools working on
complex data. In particular, FCA, which usually applies to binary data-tables, can be adapted to work on more
complex data. In this way, we have contributed to two main extensions of FCA, namely Pattern Structures
and Relational Concept Analysis. Pattern Structures (PS [77]) allow building a concept lattice from complex
data, e.g. numbers, sequences, trees and graphs. Relational Concept Analysis (RCA) is able to analyze objects
described both by binary and relational attributes [90] and can play an important role in text classification and
text mining.

Many developments were carried out in pattern mining and FCA for improving data mining algorithms
and their applicability, and for solving some specific problems such as information retrieval, discovery of
functional dependencies and biclustering. We also worked on a generic framework based on FCA in which we
can define the pattern mining process at a formal level [3]. We consider several types of patterns and we are
making precise the mining of complex patterns represented as sequences, trees and graphs.

http://www.orpha.net/consor/cgi-bin/index.php
http://www.orpha.net/consor/cgi-bin/index.php
http://siren.gforge.inria.fr/main/
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We also worked on a significant extension of previous work on the discovery of skyline patterns (or
“skypatterns”) based on the theoretical relationships with condensed representations of patterns. We have
shown how these relationships facilitate the computation of skypatterns. Thus we proposed a flexible and
efficient approach to mine skypatterns using a dynamic constraint satisfaction problems (CSP) framework
[30].

7.1.2. Text Mining
In the context of the PractikPharma ANR Project, we study cross-corpus training with Tree-LSTM for the
extraction of biomedical relationships from texts, especially, how large annotated corpora developed for alter-
native tasks may improve the performance on biomedicine related tasks, for which few annotated resources
are available [55]. We experiment two deep learning-based models to extract relationships from biomedical
texts with high performance. The first one combines locally extracted features using a Convolutional Neural
Network (CNN) model, while the second exploits the syntactic structure of sentences using a Recursive Neu-
ral Network (RNN) architecture. Our experiments show that the latter benefits from a cross-corpus learning
strategy to improve the performance of relationship extraction tasks. Indeed our approach leads to state-of-
the-art performances for four biomedical tasks for which few annotated resources are available (less than 400
manually annotated sentences). This may have a particular impact in specialized domains in which training
resources are scarce, because they would benefit from the training data of other domains for which large
annotated corpora do exist.

In the framework of the Hybride ANR project (terminated at the end of 2016), Mohsen Sayed Hassan proposed
an original machine learning approach for identifying in texts about diseases phenotypes that are not yet
represented within existing ontologies [9]. The result of the extraction is used to enrich existing ontologies
of the considered domain. We studied three research directions: (1) extracting relationships from texts, i.e.,
extracting Disease-Phenotype (D-P) relationships, (2) identifying new complex entities standing as phenotypes
of a rare disease, and (3) enriching an existing rare disease ontology on the basis of the relationships previously
extracted.

A collection of abstracts of scientific articles is represented as a collection of dependency graphs used
for discovering relevant pieces of biomedical knowledge. We focused on the completion of rare disease
descriptions, by extracting Disease-Phenotype relationships. We developed an automatic approach named
SPARE?, for extracting Disease-Phenotype relationships from PubMed abstracts, where phenotypes and rare
diseases are previously annotated by a Named Entity Recognizer. SPARE? is the resulting hybrid approach
that combines a graph-pattern based method, called SPARE, and a machine learning method (SVM). It benefits
both from the good precision of SPARE and from the good recall of SVM. Finally, we applied pattern
structures for classifying rare diseases and enriching an existing ontology about such diseases.

7.1.3. Mining Sequences and Trajectories
Nowadays datasets are available in very complex and heterogeneous ways. Mining of such data collections is
essential to support many real-world applications ranging from healthcare to marketing. This year we finished
a work on the analysis of “complex” sequential data and its usage in video games for the analysis of strategy
“balance” in those games [14].

7.1.4. Redescription Mining
Among the mining methods developed in the team is redescription mining. Redescription mining aims to
find distinct common characterizations of the same objects and, vice versa, to identify sets of objects that
admit multiple shared descriptions [89]. It is motivated by the idea that in scientific investigations data
oftentimes have different nature. For instance, they might originate from distinct sources or be cast over
separate terminologies. In order to gain insight into the phenomenon of interest, a natural task is to identify
the correspondences that exist between these different aspects.
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A practical example in biology consists in finding geographical areas that admit two characterizations, one in
terms of their climatic profile and one in terms of the occupying species. Discovering such redescriptions can
contribute to better our understanding of the influence of climate over species distribution. Besides biology,
applications of redescription mining can be envisaged in medicine or sociology, among other fields.

In a preceding work [83], we focused on the problem of pattern selection, developing a method for filtering a
set of redescription to identify a non-redundant, interesting subset to present to the analyst. Also, we showcased
the usability of redescription mining on an application in the political domain [76]. More specifically, we
applied redescription mining to the exploratory analysis of the profiles and opinions of candidates to the
parliamentary elections in Finland in 2011 and 2015.

We presented an introductory tutorial on redescription mining at SDM in April 2017 to help foster the research
on these techniques and widen their use (http://siren.mpi-inf.mpg.de/tutorial_sdm2017/main/).

7.1.5. Mining subgroups as a single-player game
Discovering patterns that strongly distinguish one class label from another is a challenging data-mining task.
The unsupervised discovery of such patterns would enable the construction of intelligible classifiers and
to elicit interesting hypotheses from the data. Subgroup Discovery (SD) is one framework that formally
defines this pattern mining task. However, SD still faces two major issues: (i) how to define appropriate
quality measures to characterize the uniqueness of a pattern; (ii) how to select an accurate heuristic search
technique when exhaustive enumeration of the pattern space is unfeasible. The first issue has been tackled by
the Exceptional Model Mining (EMM) framework. This general framework aims to find patterns that cover
tuples that locally induce a model that substantially differs from the model of the whole dataset. The second
issue has been studied in SD and EMM mainly with the use of beam-search strategies and genetic algorithms
for discovering a pattern set that is non-redundant, diverse and of high quality.

In [1], we argue that the greedy nature of most of these approaches produce pattern sets that lack of diversity.
Consequently, we proposed to formally define pattern mining as a single-player game, as in a puzzle, and
to solve it with a Monte Carlo Tree Search (MCTS), a technique mainly used for artificial intelligence and
planning problems. The exploitation/exploration trade-off and the power of random search of MCTS lead to
an any-time mining approach, in which a solution is always available, and which tends towards an exhaustive
search if given enough time and memory. Given a reasonable time and memory budget, MCTS quickly drives
the search towards a diverse pattern set of high quality. MCTS does not need any knowledge of the pattern
quality measure, and we show to what extent it is agnostic to the pattern language.

7.1.6. Data Privacy: Online link disclosure strategies for social networks
Online social networks are transforming our culture and world. While online social networks have become an
important channel for social interactions, they also raise ethical and privacy issues. A well known fact is that
social networks leak information, that may be sensitive, about users. However, performing accurate real world
online privacy attacks in a reasonable time frame remains a challenging task. We continued our work on this
aspect and we address the problem of rapidly disclosing many friendship links using only legitimate queries
(i.e., queries and tools provided by the targeted social network). The results of this joint work with the Pesto
Inria Team are published in [31].

7.1.7. Aggregation
Aggregation and consensus theory study processes dealing with the problem of merging or fusing several
objects, e.g., numerical or qualitative data, preferences or other relational structures, into a single or several
objects of similar type and that best represents them in some way. Such processes are modeled by so-called
aggregation or consensus functions [79], [82]. The need to aggregate objects in a meaningful way appeared
naturally in classical topics such as mathematics, statistics, physics and computer science, but it became
increasingly emergent in applied areas such as social and decision sciences, artificial intelligence and machine
learning, biology and medicine.

http://siren.mpi-inf.mpg.de/tutorial_sdm2017/main/
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We are working on a theoretical basis of a unified theory of consensus and to set up a general machinery
for the choice and use of aggregation functions. This choice depends on properties specified by users or
decision makers, the nature of the objects to aggregate as well as computational limitations due to prohibitive
algorithmic complexity. This problem demands an exhaustive study of aggregation functions that requires
an axiomatic treatment and classification of aggregation procedures as well as a deep understanding of their
structural behavior. It also requires a representation formalism for knowledge, in our case decision rules and
methods for discovering them. Typical approaches include rough-set and FCA approaches, that we aim to
extend in order to increase expressivity, applicability and readability of results. Applications of these efforts
already appeared and further are expected in the context of three multidisciplinary projects, namely the “Fight
Heart Failure” (research project with the Faculty of Medicine in Nancy), the European H2020 “CrossCult”
project, and the “‘ISIPA” (Interpolation, Sugeno Integral, Proportional Analogy) project.

In our recent work, we mainly focused on the utility-based preference model in which preferences are
represented as an aggregation of preferences over different attributes, structured or not, both in the numerical
and qualitative settings. In the latter case, the Sugeno integral is widely used in multiple criteria decision
making and decision under uncertainty, for computing global evaluations of items based on local evaluations
(utilities). The combination of a Sugeno integral with local utilities is called a Sugeno utility functional (SUF).
A noteworthy property of SUFs is that they represent multi-threshold decision rules. However, not all sets
of multi-threshold rules can be represented by a single SUF. We showed how to represent any set of multi-
threshold rules as a combination of SUFs and studied their potential advantages as a compact representation
of large sets of rules, as well as an intermediary step for extracting rules from empirical datasets [38], [59].
Problems related to feature selection and model elicitation where tackled in [15].

7.2. Knowledge Discovery in Healthcare and Life Sciences
Participants: Miguel Couceiro, Adrien Coulet, Kévin Dalleau, Nicolas Jay, Joël Legrand, Pierre Monnin,
Amedeo Napoli, Chedy Raïssi, Mohsen Sayed, Malika Smaïl-Tabbone, Yannick Toussaint.

7.2.1. Ontology-based Clustering of Biological Linked Open Data
Increasing amounts of biomedical data provided as Linked Open Data (LOD) offer novel opportunities for
knowledge discovery in bio-medicine. We proposed an approach for selecting, integrating, and mining LOD
with the goal of discovering genes responsible for a disease [87]. We are currently working on the integration
of LOD about known phenotypes and genes responsible for diseases along with relevant bio-ontologies. We
are also defining a corpus-based semantic distance. One possible application of this work is to build and
compare possible “diseaseomes”, i.e. global graphs representing all diseases connected according to their
pairwise similarity values.

7.2.2. Biological Data Aggregation for Knowledge Discovery
This specific research takes place within two multi-disciplinary projects initiated in 2016, in collaboration
with the Capsid Team, with a group of clinicians from the Regional University Hospital (CHU Nancy) and
bio-statisticians from the Maths Lab (IECL). The first project is entitled ITM2P 1 and depends on the so-
called CPER 2015–2020 framework. We are involved in the design of the SMEC platform as a support for
“Simulation, Modeling and Knowledge Extraction from Bio-Medical Data”.

The second project is a RHU 2 project entitled Fight Heart Failure (FHF), where we are in charge of a
workpackage about entitled “Network-based analysis and integration”. Accordingly, we are working on the
definition of multidimensional similarity measure for comparing and clustering sets of patients. Each cluster
should correspond to a bioprofile, i.e. a subgroup of patients sharing the same form of the disease and thus
the same diagnosis and care strategy. The first results were presented at the “International Symposium on
Aggregation and Structures (ISAS 2016)” [74] where we proposed an approach for complex graph aggregation
resulting in a similarity graph between a subset of nodes. In a recent work we explored an alternative to define

1“Innovations Technologiques, Modélisation et Médecine Personnalisée”
2“Recherche Hospitalo-Universitaire”
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and efficiently compute pairwise patient similarity thanks to “Unsupervised Extremely Randomized Trees”
[62].

The next challenge is to build a prediction model for each bioprofile/subgroup, once validated by clinicians,
to be integrated in a decision support system. Currently, we are investigating “Statistical Relational Learning”
and analogy-based methods for achieving this goal.

7.2.3. Validation of Pharmacogenomics Knowledge
A standard task in pharmacogenomics research is identifying genes that may be involved in drug response
variability. Those genes are called “pharmacogenes”. As genomic experiments in this domain tend to generate
many false positives, computational approaches based on background knowledge may generate more valuable
results. Until now, the latter have only used molecular network databases or biomedical literature. We
developed a new method that takes advantage of various linked data sources to evaluate the validity of uncertain
drug-gene relationships, i.e. pharmacogenes [5]. One advantage relies on the standard implementation of
linked data that facilitates the joint use of various sources and makes easier to consider features of various
origins. The second advantage is related to graph mining approaches that we are using, which consider linked
data in their original form, i.e. as graphs. We selected, formatted, interconnected and published an initial
set of linked data sources relevant to pharmacogenomics, named PGxLOD (for “PharmacoGenomic Linked
Open Data”). We applied and compared distinct numerical classification methods on these data and identified
candidate pharmacogenes.

This work is a first attempt for validating state-of-the-art knowledge in pharmacogenomics, which is one ob-
jective of the ANR project “PractiKPharma” initiated in 2016 (http://practikpharma.loria.fr/). This year, we
improved and enriched PGxLOD in various ways. Firstly, we wanted PGxLOD to be able to encompass phar-
macogenomic knowledge of various origin, such as scientific literature, specialized databases, or Electronic
Health Records (EHRs). To represent the fact that a given knowledge unit may have distinct provenances,
we developed a simple ontology named PGxO (“Pharmacogenomic Ontology”) which relies on the Standard
Ontology PROV-O to represent provenance. This makes possible to compare similar knowledge units that may
have distinct origins [45].

7.2.4. Analysis of biomedical data annotated with ontologies
In the context of the Snowflake Inria Associate Team (at present Snowball), we developed an approach based
on pattern structures to identify frequently associated ADRs (Adverse Drug Reactions) from patient data
either in the form of EHR or ADR spontaneous reports. In this case, pattern structures provide an expressive
representation of ADR, taking into account the multiplicity of drugs and phenotypes involved in such reactions.
Additionally, pattern structures allow considering diverse biomedical ontologies used to represent or annotate
patient data, enabling a “semantic” comparison of ADRs. Up to now, this is the first research work considering
such representations to mine rules between frequently associated ADRs. We illustrated the generality of the
approach on two patient datasets, each of them linked to distinct biomedical ontologies. The first dataset
corresponds to anonymized EHRs, extracted from “STRIDE”, the EHR data warehouse of Stanford Hospital
and Clinics. The second dataset is extracted from the U.S. FDA (for Food & Drug Administration) “Adverse
Event Reporting System” (FAERS). Several significant association rules have been extracted and analyzed and
may be used as a basis of a recommendation system [29].

7.3. Knowledge Engineering and Web of Data
Participants: Emmanuelle Gaillard, Nicolas Jay, Florence Le Ber, Jean Lieber, Amedeo Napoli, Emmanuel
Nauer, Justine Reynaud, Yannick Toussaint.

Keywords: knowledge engineering, web of data, definition mining, classification-based reasoning, case-
based reasoning, belief revision, semantic web

http://practikpharma.loria.fr/
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7.3.1. Current Trends in Case-Based Reasoning
The Taaable project was originally created as a challenger of the Computer Cooking Contest (ICCBR
Conference) [72]. Beyond its participation to the CCC challenges, the Taaable project aims at federating
various research themes including case-based reasoning (CBR), knowledge discovery, knowledge engineering
and belief change theory [6]. CBR performs adaptation of recipes w.r.t. user constraints. The reasoning process
is based on a cooking domain ontology (especially hierarchies of classes) and adaptation rules. The knowledge
base is encoded within a semantic wiki containing the recipes, the domain ontology and adaptation rules.

Adaptation rules have been used to manage ingredient adaptation with a restrictive set of available ingredients
[43]. Three types of rule have been identified. The first type is about the substitution of ingredients belonging
to a same category (e.g. dairy) by the sole available ingredient of this category (e.g. yogurt). The second type
of rule is in concern with substitution, according to the role the ingredients play in the recipe, e.g. egg can
be replaced by salmon in salad recipes because they are both playing the role of a protein. The last type of
rules consists in removing ingredients of original recipes when they are not concerned by a rule of the first nor
second type.

FCA allows the classification of objects according to the properties they share into a concept lattice. A lattice
has been built from a large set a cocktail recipes according to the ingredients they use, producing a hierarchy of
ingredient combinations. For example, when a cocktail recipe R has to be adapted, this lattice can be used to
search the best ingredient combinations in the concepts that are the closest to the concept representing R [43].

Two main research works were carried out about the application of CBR in medicine. Imaging, in particular in
nuclear medicine, is getting more and more complex over the years. Each year, new radiotracers and machines
are developed and tested. Despite this rapid evolution, few studies address the issue of image interpretation
and imaging report. In [35], we show how nuclear image interpretation is improved by Tetra, a new case-based
decision support system.

Cancer registries are important tools in the fight against cancer. At the heart of these registries is the
data collection and coding process. Ruled by complex international standards and numerous best practices,
operators are easily overwhelmed. In [48], a system is presented to assist operators in the interpretation of best
medical coding practices.

Finally, an approach to adaptation based on the principles of analogical transfer applied to the formalism
RDFS has been developed. It is based on the problem-solution dependency represented as an RDFS graph:
this dependency within the source case is modified so that it fits the context of the target problem [2]. This
is implemented within the so-called SQTRL system (for “SPARQL Query Transformation Rule Language”
http://tuuurbine.loria.fr/sqtrl/) [2]. The development of SQTRL is based on a collaboration between Orpailleur
team and the Archives Henri Poincaré (http://poincare.univ-lorraine.fr/).

7.3.2. Exploring and Classifying the Web of Data
A part of the research work in Knowledge Engineering is oriented towards knowledge discovery in the web
of data, following the increase of data published in RDF (Resource Description Framework) format and the
interest in machine processable data. The quick growth of Linked Open Data (LOD) has led to challenging
aspects regarding quality assessment and data exploration of the RDF triples that shape the LOD cloud. In
the team, we are particularly interested in the “completeness of the data” viewed as their their potential to
provide concept definitions in terms of necessary and sufficient conditions [69]. We have proposed a novel
technique based on Formal Concept Analysis which classifies subsets of RDF data into a concept lattice [47].
This allows data exploration as well as the discovery of implication rules which are used to automatically
detect “possible completions of RDF data” and to provide definitions. Moreover, this is a way of reconciling
syntax and semantics in the LOD cloud. Experiments on the DBpedia knowledge base shows that this kind of
approach is well-founded and effective.

In the same way, FCA can be used to improve ontologies associated with the Web of data. Accordingly, we
proposed a method to build a concept lattice from linked data and compare the structure of this lattice with an

http://tuuurbine.loria.fr/sqtrl/
http://poincare.univ-lorraine.fr/
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ontology used to type the considered data [46]. The result of this comparison shows which “new axioms” can
be proposed to ontology developers for guiding their design work.

7.4. Advances in Graph Theory, Clone Theory and Multiple-Valued Logic
Participants: Quentin Brabant, Miguel Couceiro, Amedeo Napoli, François Pirot, Chedy Raïssi, Jean-
Sébastien Sereni.

Keywords: graph theory, graph colouring, extremal graph theory, chromatic number, multiple-valued
logic, clone theory

7.4.1. Graph Theory
Proper colouring of triangle-free planar graphs is an active research topic with interesting algorithmic
ramifications. It has been known for more than fifty years that such graphs can be properly 3-coloured, and
Thomassen conjectured in 2007 that they actually admit an exponential number of such colourings. This
statement is still wide open, and to bring forward further insight we established [75] it to be equivalent to the
following:
there exists a positive real α such that whenever G is a planar graph and A is a subset of its edges whose
deletion makes G triangle-free, there exists a subset A′ of A of size at least α|A| such that G−(ArA′) is
3-colourable. This equivalence allows us to study restricted situations, where we can prove the statement to be
true.

Still on graph colouring, we demonstrated [93] a conjecture by Zhang and Whu made in 2011, that for
every positive integer ∆, every K4-minor-free graph with maximum degree ∆ admits an equitable colouring
with k colours whenever k ≥ ∆+3

2 . A key ingredient was to not use the discharging method and rather exploit
decomposition trees of K4-minor-free graphs.

We also considered [88] distance colouring in graphs of maximum degree at most d and how excluding one
fixed cycle of length ` affects the number of colours required as d→∞. For vertex-colouring and t ≥ 1, if
any two distinct vertices connected by a path of at most t edges are required to be coloured differently, then a
reduction by a logarithmic (in d) factor against the trivial bound O(dt) can be obtained by excluding an odd
cycle length ` ≥ +3t if t is odd or by excluding an even cycle length ` ≥ 2t+ 2. For edge-colouring and t ≥ 2,
if any two distinct edges connected by a path of fewer than t edges are required to be coloured differently, then
excluding an even cycle length ` ≥ 2t is sufficient for a logarithmic factor reduction. For t ≥ 2, neither of
the above statements are possible for other parity combinations of ` and t. These results can be considered
extensions of results due to Johansson (1996) and Mahdian (2000), and are related to open problems of Alon
and Mohar (2002) and Kaiser and Kang (2014).

7.4.2. Multiple-Valued Logic and (Partial) Clone Theory
Clone theory was primarily motivated by the study of Boolean logic, and it currently constitutes a major subject
in universal algebra, multiple-valued logic, and theoretical computer science. A clone on a set A is a class of
functions f : An → A, n ≥ 1, that contains all projections and that is closed under compositions. Clones on a
set A constitute a closure system, in fact, an algebraic lattice where meet is given by set-intersection. Clones
on a 2-element set were completely classified by Emil Post. Since Post’s classification several studies on clone
theory have appeared and many variants and generalizations have been proposed.

As a closure system, clones can be specified within a Galois framework, namely, through the well known Pol-
Inv Galois connection by the polarity between functions and the relations they preserve. This Galois connection
became the main tool in several studies, in particular, in the classification of the complexity classes of CSPs
(“Constraint Satisfaction Problems”) [92]. Another, rather surprisingly, application of this Galois framework
led to the description of of analogy-preserving Boolean classifiers [4].
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Similarly, clones of partial functions (i.e., functions f : D → A forD ⊆ An) can be described by the relations
its members preserve. Unlike the lattice of clones, the lattice of partial clones is of continuum cardinality even
in the case of 2-element underlying sets. This shows that a complete description of this lattice is hard to attain.
However, many efforts have been made towards local descriptions of this lattice, for instance, concerning
the classification of its intervals that has entailed a long lasting open problem. This was settled [20] in the
form of a dichotomy theorem showing that such intervals are either finite or of continuum cardinality, and we
presented precise descriptions of the structure some challenging intervals in [21]. Further developments and
related problems were also tackled in [11], [24], [40], [39].

8. Partnerships and Cooperations

8.1. Regional Initiatives
8.1.1. Hydreos

Participant: Jean-François Mari.

Hydreos is a state organization -a so-called “Pôle de compétitivité”– aimed at evaluating the delivering and
the quality of water (http://www.hydreos.fr/fr). Actually, data about water resources rely on many agronomic
variables, including land use successions. The data to be analyzed are obtained by surveys or by satellite
images and describe the land use at the level of the agricultural parcel. Then there is a search for detecting
changes in land use and for correlating these changes to groundwater quality. Accordingly, one main challenge
in our participation in Hydreos is to process and analyze space-time data for reaching a better understanding
of the changes in the organization of a territory. The systems ARPEnTAge and CarottAge are used in this
context, especially by agronomists of INRA (ASTER Mirecourt http://www6.nancy.inra.fr/sad-aster).

8.1.2. The Smart Knowledge Discovery Project
Participants: Jérémie Nevin, Amedeo Napoli, Chedy Raïssi.

The SKD project for “Smart Knowledge Discovery” aims at analyzing complex industrial data for trou-
bleshooting and decision making, and is funded by “Grand Est Region”. We are working with the Vize com-
pany –which is based in Nancy and specialized in visualization-based data mining– on exploratory knowledge
discovery. The data which are under study are provided by the Arcelor-Mittal Steel Company and are related
to the monitoring of rolling mills. Data are complex time series and the problem can be set as follows: problem
statement, data access and preparation, design of adapted knowledge discovery methods based on symbolic
and numerical methods, interaction with analysts, tests and validation. For the Orpailleur team, one main ob-
jective of SKD is to combine sequence mining and visualization tools for recognizing and then preventing the
occurrences of defects in the outputs of the rolling mills.

8.2. National Initiatives
8.2.1. ANR
8.2.1.1. Elker (2017–2020)

Participants: Miguel Couceiro, Esther Catherine Galbrun, Amedeo Napoli, Chedy Raïssi.

The objectives of the new ELKER ANR Research Project is to study, formalize and implement the search for
link keys in RDF data. Link keys generalize database keys in two independent directions, i.e. they deal with
RDF data and they apply across two datasets. The goal of ELKER is to study the automatic discovery of link
keys and reasoning with link keys, especially in taking an FCA point of view. One main idea is to rely on
the competencies of Orpailleur in FCA for solving the problem using FCA and pattern structures algorithms,
especially those related to the discovery of functional dependencies. This project involves the EPI Orpailleur
at Inria Nancy Grand Est, the EPI MOEX at Inria Rhône Alpes, and LIASD at Université Paris 8.

http://www.hydreos.fr/fr
http://www6.nancy.inra.fr/sad-aster
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8.2.1.2. ISTEX (2014–2017)
Participant: Yannick Toussaint.

ISTEX is a so-called “Initiative d’excellence” managed by CNRS and DIST (“Direction de l’Information
Scientifique et Technique”). ISTEX aims at providing the research and teaching community an on-line
access to scientific publications in all domains (http://www.istex.fr/istex-excellence-initiative-of-scientific-
and-technical-information/). In this way, ISTEX requires a massive acquisition of documents such as journals,
proceedings, corpora, and databases. The Orpailleur team was especially involved in the development of
facilities for querying full-text documentation, analyzing content and extracting information. The project was
carried out in collaboration with the ATILF laboratory and the INIST Institute (both located in Nancy).

8.2.1.3. PractiKPharma (2016–2020)
Participants: Adrien Coulet, Joël Legrand, Pierre Monnin, Amedeo Napoli, Malika Smaïl-Tabbone, Yannick
Toussaint.

PractiKPharma for “Practice-based evidences for actioning Knowledge in Pharmacogenomics” is an ANR
research project (http://practikpharma.loria.fr/) about the validation of domain knowledge in pharmacoge-
nomics. Pharmacogenomics is interested in understanding how genomic variations related to patients have
an impact on drug responses. Most of the available knowledge in pharmacogenomics (state of the art) lies
in biomedical literature, with various levels of validation. An originality of PractiKPharma is to use Elec-
tronic Health Records (EHRs) to constitute cohorts of patients. These cohorts are then mined for extracting
potential pharmacogenomics patterns to be then validated w.r.t. literature knowledge for becoming actionable
knowledge units. More precisely, firstly we should extract pharmacogenomic patterns from the literature and
secondly we should confirm or moderate the interpretation and validation of these units by mining EHRs.
Comparing knowledge patterns extracted from the literature with facts extracted from EHRs is a complex task
depending on the EHR language –literature is in English whereas EHRs are in French– and on knowledge
level, as EHRs represent observations at the patient level whereas literature is related to sets of patients. The
PractiKPharma involves three other laboratories, namely LIRMM in Montpellier, SSPIM in St-Etienne and
CRC in Paris.

8.2.2. CNRS PEPS and Mastodons projects
8.2.2.1. Mastodons Projects: from HyQual to HyQualiBio (2016–2018)

Participants: Miguel Couceiro, Esther Catherine Galbrun, Tatiana Makhalova, Amedeo Napoli, Chedy Raïssi,
Justine Reynaud.

The HyQual project was proposed in 2016 in response to the Mastodons CNRS Call about data quality in data
mining (see http://www.cnrs.fr/mi/spip.php?article819&lang=fr). This project is interested in the mining of
nutritional data for discovering predictive biomarkers of diabetes and metabolic syndrome in elder populations.
The considered data mining methods are hybrid, and they combine symbolic and numerical methods for
mining complex and noisy metabolic data [80]. Regarding the mining process, we are interested in the quality
of the data at hand and in the discovered patterns. In particular, we check the incompleteness of the data, the
quality of the extracted rules and the possible existence of redescriptions.

Initially, the project involved researchers from the EPI Orpailleur, with researchers from LIRIS Lyon, ICube
Strasbourg, and INRA Clermont-Ferrand. This year, we were merged with another Mastodons project, namely
QualiBioConsensus, about the “ranking of biological data using consensus ranking techniques”. The joint
Mastodons project is now called “HyQualiBio”. The topics of interest for the participants are the mining of
complex biological data, rankings and ties in rankings, and the search of dependencies in the web of data.

8.2.2.2. PEPS Decade
Participants: Miguel Couceiro, Esther Catherine Galbrun, Nyoman Juniarta, Amedeo Napoli, Justine Rey-
naud, Chedy Raïssi.

http://www.istex.fr/istex-excellence-initiative-of-scientific-and-technical-information/
http://www.istex.fr/istex-excellence-initiative-of-scientific-and-technical-information/
http://practikpharma.loria.fr/
http://www.cnrs.fr/mi/spip.php?article819&lang=fr
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Decade stands for “Découverte et exploitation des connaissances pour l’aide à la décision en chimie thérapeu-
tique”. The objective of the CNRS PEPS Decade project is to study the basis of knowledge system for analyz-
ing the so-called PAINS (“Pan Assay Interference Compounds”) in chemistry. The system should rely on the
knowledge possibly discovered in the data and domain knowledge and expertise. The members of the projects
are interested in data mining techniques guided by constraints and preferences, “instant data mining”, sub-
group discovery and exceptional model mining. All these topics were already of interest in the PEPS Prefute
(2015-2016) which was about interaction and iteration in the knowledge discovery process.

The members of the Decade project are from Greyc Caen, LIFO Orléans LIRIS Lyon, Université de Tours-
Blois, EPI Lacodam in Rennes and EPI Orpailleur (in association with chemists based in Caen and Orléans)

8.3. European Initiatives
8.3.1. FP7 & H2020 Projects
8.3.1.1. CrossCult (H2020 Project, 2016-2020)

Participants: Miguel Couceiro, Nyoman Juniarta, Amedeo Napoli, Chedy Raïssi.

CrossCult (http://www.crosscult.eu/) aims to make reflective history a reality in the European cultural context,
by enabling the re-interpretation of European (hi)stories through cross-border interconnections among cultural
digital resources, citizen viewpoints and physical venues. The project has two main goals. The first goal is to
lower cultural EU barriers and create unique cross-border perspectives, by connecting existing digital historical
resources and by creating new ones through the participation of the public. The second goal is to provide long-
lasting experiences of social learning and entertainment that will help for achieving a better understanding and
re-interpretation of European history. To achieve these goals, CrossCult will use cutting-edge technology to
connect existing digital cultural assets and to combine them with interactive experiences that all together are
intended to increase retention, stimulate reflection and help European citizens appreciate their past and present
in a holistic manner. CrossCult will be implemented on four real-world flagship pilots involving a total of 8
sites across Europe.

The role of the Orpailleur Team (in conjunction with the LORIA Kiwi Team) is to work on knowledge
discovery and recommendation. The focus is on the mining of visitor trajectories for analysis purposes, and
on the definition of a visitor profile in connection with domain knowledge for recommendation.

The numerous partners of the Orpailleur team in the CrossCult project are: Luxembourg Institute for
Science and Technology and Centre Virtuel de la Connaissance sur l’Europe (Luxembourg, leader of the
project), University College London (England), University of Malta (Malta), University of Peloponnese and
Technological Educational Institute of Athens (Greece), Università degli Studi di Padova (Italy), University of
Vigo (Spain), National Gallery (London, England), and GVAM Guìas Interactivas (Spain).

8.4. International Initiatives
8.4.1. Inria Associate Teams Not Involved in an Inria International Lab
8.4.1.1. Snowball

Title: Discovering knowledge on drug response variablity by mining electronic health records
International Partner (Institution - Laboratory - Researcher):

Stanford (United States) - Department of Medicine, Stanford Center for Biomedical
Informatics Research (BMIR) - Nigam Shah

Start year: 2017
See also: http://snowball.loria.fr/

Snowball (2017-2019) is an Inria Associate Team and the continuation of the preceding Associate Team called
Snowflake (2014-2016). The objective of Snowball is to study drug response variability through the lens
of Electronic Health Records (EHRs) data. This is motivated by the fact that many factors, genetic as well
as environmental, imply different responses from people to the same drug. The mining of EHRs can bring
substantial elements for understanding and explaining drug response variability.

http://www.crosscult.eu/
http://snowball.loria.fr/


Project-Team ORPAILLEUR 19

Accordingly the objectives of Snowball are to identify in EHR repositories groups of patients which are
responding differently to similar treatments, and then to characterize these groups and predict patient drug
sensitivity. These objectives are complementary to those of the PractiKPharma ANR project. Moreover, it
should be noticed that Adrien Coulet has started a one-year sabbatical stay in the lab of Nigam Shah at Stanford
University since September 2017.

8.4.2. Participation in International Programs
8.4.2.1. A stay at NASA Frontier Development Lab

In July 2017, Chedy Raïssi visited NASA Ames and SETI Institute as part of the Frontier Development Lab. He
worked on mentoring teams and developing meaningful research opportunities, as well as supporting the work
of the planetary defense community and showing the potential of this kind of applied research methodology
to deliver breakthrough of significant value.

Delay-Doppler radar imaging is a powerful technique to characterize the trajectories, shapes, and spin states
of near-Earth asteroids and has yielded detailed models of dozens of objects. Since the 1990s, delay-Doppler
data has been analyzed using the SHAPE software developed originally by Steven J. Ostro. SHAPE performs
sequential single-parameter fitting, and requires considerable computation runtime and human intervention.
Recently, multiple-parameter fitting algorithms have been shown to more efficiently invert delay-Doppler
datasets thus decreasing runtime while improving accuracy. However, reconstructing asteroid shapes and spins
from delay-Doppler data is, like many inverse problems, computationally intensive and requires extensive
human oversight of the shape modeling process.

Thus we have explored two new techniques to better automate delay-Doppler shape modeling: Bayesian
optimization and deep generative models. Firstly we have implemented a Bayesian optimization routine
that uses SHAPE to autonomously search the space of spin-state parameters. Bayesian optimization yielded
similar spin state constraints with computer runtime reduced by a factor of 3. Secondly, the shape modeling
process could be further accelerated using a deep “generative model" to replace or complete iterative fitting.
Accordingly, we have implemented and trained a deep generative model based on different architectures of
deep convolutional networks. Results are currently under analysis and future publications are in preparation.

8.4.2.2. LEA STRUCO
Participant: Jean-Sébastien Sereni.

LEA STRUCO is an “Associated International Laboratory” of CNRS between IÚUK, Prague, and LIAFA,
Paris. It focuses on high-level study of fundamental combinatorial objects, with a particular emphasis
on comprehending and disseminating the state-of-the-art theories and techniques developed. The obtained
insights shall be applied to obtain new results on existing problems as well as to identify directions and
questions for future work. Jean-Sébastien Sereni is the founder and previous director of LEA STRUCO,
which was initiated when Jean-Sébastien was a member of LIAFA, and he is now a member of its scientific
committee.

8.4.2.3. Research Collaboration with HSE Moscow
Participants: Miguel Couceiro, Adrien Coulet, Tatiana Makhalova, Amedeo Napoli, Chedy Raïssi, Justine
Reynaud.

An on-going collaboration involves the Orpailleur team and Sergei O. Kuznetsov at Higher School of Eco-
nomics in Moscow (HSE). Amedeo Napoli visited HSE laboratory several times while Sergei O. Kuznetsov
visits Inria Nancy Grand Est every year. The collaboration is materialized by the joint supervision of students
(such as the thesis of Aleksey Buzmakov defended in 2015 and the on-going thesis of Tatiana Makhalova),
and the the organization of scientific events, as the workshop FCA4AI with five editions between 2012 and
2016 (see http://www.fca4ai.hse.ru).

http://www.fca4ai.hse.ru
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This year, we participated in the organization of two main events: a special session about Knowledge Discovery
and Formal Concept Analysis at the ISMIS Conference in Warsaw (Poland) in June 2017 (http://ismis2017.
ii.pw.edu.pl/s_kd_fca.php), and the chairing of the track “General Topics of Data Analysis” at the AIST
Conference in Moscow in July 2017 (6th International Conference on Analysis of Images, Social Networks,
and Texts http://aistconf.org/). Finally a next edition of the seventh edition of the FCA4AI workshop is planned
in July 2018 at the ECAI-IJCAI Conference to be held in Stockholm Sweden.

9. Dissemination

9.1. Promoting Scientific Activities
9.1.1. Scientific Events Organization, General Chairs, Scientific Chairs

• The 25th international conference on case-based reasoning (ICCBR-2017) has taken place in
Trondheim (Norway) from 26 to 28 June (http://www.iccbr.org/iccbr17/). The program chairs were
David W. Aha and Jean Lieber.

• Amedeo Napoli was the co-chair with Davide Ciucci and Sergei Kuznetsov of the special session
“Special Session on Knowledge Discovery with Formal Concept Analysis and related formalisms
(FCA4KD++)”, held between June 26-29 at ISMIS Warsaw (23rd International Symposium on
Methodologies for Intelligent Systems http://ismis2017.ii.pw.edu.pl/s_kd_fca.php).

• Amedeo Napoli was the co-chair with Sergei Kuznetsov of the track “General Topics of Data
Analysis” at the AIST Conference in Moscow in July 2017 (6th International Conference on Analysis
of Images, Social Networks, and Texts http://aistconf.org/).

• Amedeo Napoli was the general chair of BDA 2017 held between November 14-17 2017 at Inria
Nancy Grand Est/LORIA, “33ième conférence sur la Gestion de Données, Principes, Technologies
et Applications” https://project.inria.fr/bda2017/.

9.1.1.1. Scientific Animation

• The scientific animation in the Orpailleur team is based on the Team Seminar which is called the
“Malotec” seminar (http://malotec.loria.fr/?p=1). The Malotec seminar is held in general twice a
month and is used either for general presentations of members of the team or for invited presentations
of external researchers.

• Members of the Orpailleur team are all involved, as members or as head persons, in various national
research groups.

• The members of the Orpailleur team are involved in the organization of conferences and workshops,
as members of conference program committees (AAAI, ECAI, ECML-PKDD, ESWC, ICCBR,
ICDM, ICFCA, IJCAI, ISWC, KDD, SDM...), as members of editorial boards, and finally in the
organization of journal special issues.

9.2. Teaching - Supervision - Juries
• All the permanent members of the Orpailleur team are involved in teaching at all levels and mainly

at University of Lorraine. Actually, most of the members of the Orpailleur team are employed on
“Université de Lorraine” positions.

• The members of the Orpailleur team are also involved in student supervision, at all university levels,
from under-graduate until post-graduate students, engineers, PhD, postdoc students.

• Finally, the permanent members of the Orpailleur team are involved in HDR and thesis defenses,
being thesis referees or thesis committee members.

http://ismis2017.ii.pw.edu.pl/s_kd_fca.php
http://ismis2017.ii.pw.edu.pl/s_kd_fca.php
http://aistconf.org/
http://www.iccbr.org/iccbr17/
http://ismis2017.ii.pw.edu.pl/s_kd_fca.php
http://aistconf.org/
https://project.inria.fr/bda2017/
http://malotec.loria.fr/?p=1
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