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        Section: 
      Overall Objectives

        Scientific Context

        Computational linguistics is a discipline at the intersection of
computer science and linguistics. On the theoretical side, it aims
to provide computational models of the human language faculty. On
the applied side, it is concerned with natural language processing
and its practical applications.

        From a structural point of view, linguistics is traditionally
organized into the following sub-fields:

        
          	
             Phonology, the study of language abstract sound systems.

          

          	
             Morphology, the study of word structure.

          

          	
             Syntax, the study of language structure, i.e., the way words
combine into grammatical phrases and sentences.

          

          	
             Semantics, the study of meaning at the levels of words,
phrases, and sentences.

          

          	
             Pragmatics, the study of the ways in which the meaning of an
utterance is affected by its context.

          

        

        Computational linguistics is concerned by all these fields.
Consequently, various computational models, whose application
domains range from phonology to pragmatics, have been
developed. Among these, logic-based models play an important part,
especially at the “highest” levels.

        At the level of syntax, generative
grammars [35] may be seen as basic inference
systems, while categorial grammars [50]
are based on substructural logics specified by Gentzen sequent
calculi. Finally, model-theoretic grammars [62]
amount to sets of logical constraints to be satisfied.

        At the level of semantics, the most common approaches derive from
Montague grammars [53], [54], [55], which are based on the
simply typed λ-calculus and Church's simple theory of
types [36]. In addition, various logics
(modal, hybrid, intensional, higher-order...) are used to express
logical semantic representations.

        At the level of pragmatics, the situation is less clear. The word
pragmatics has been introduced by
Morris [57] to designate the branch of
philosophy of language that studies, besides linguistic signs, their
relation to their users and the possible contexts of use. The
definition of pragmatics was not quite precise, and, for a long
time, several authors have considered (and some authors are still
considering) pragmatics as the wastebasket of syntax and
semantics [31]. Nevertheless, as far as discourse
processing is concerned (which includes pragmatic problems such as
pronominal anaphora resolution), logic-based approaches have also
been successful. In particular, Kamp's Discourse Representation
Theory [48] gave rise to sophisticated
`dynamic' logics [42]. The situation,
however, is less satisfactory than it is at the semantic level. On
the one hand, we are facing a kind of logical “tower of Babel”.
The various pragmatic logic-based models that have been developed,
while sharing underlying mathematical concepts, differ in several
respects and are too often based on ad hoc features. As a
consequence, they are difficult to compare and appear more as
competitors than as collaborative theories that could be integrated.
On the other hand, several phenomena related to discourse dynamics
(e.g., context updating, presupposition projection and
accommodation, contextual reference resolution...) are still lacking
deep logical explanations. We strongly believe, however, that this
situation can be improved by applying to pragmatics the same
approach Montague applied to semantics, using the standard tools of
mathematical logic.

        Accordingly:

        
          
            The overall objective of the Sémagramme project is to
design and develop new unifying logic-based models, methods, and
tools for the semantic analysis of natural language utterances
and discourses. This includes the logical modeling of pragmatic
phenomena related to discourse dynamics. Typically, these
models and methods will be based on standard logical concepts
(stemming from formal language theory, mathematical logic, and
type theory), which should make them easy to integrate.
          

        

        The project is organized along three research directions (i.e.,
syntax-semantics interface, discourse dynamics,
and common basic resources), which interact as explained below.
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        Syntax-Semantics Interface

        The Sémagramme project intends to focus on the semantics of natural
languages (in a wider sense than usual, including some pragmatics).
Nevertheless, the semantic construction process is syntactically
guided, that is, the constructions of logical representations of
meaning are based on the analysis of the syntactic structures. We do
not want, however, to commit ourselves to such or such specific
theory of syntax. Consequently, our approach should be based on an
abstract generic model of the syntax-semantic interface.

        Here, an important idea of Montague comes into play, namely, the
“homomorphism requirement”: semantics must appear as a homomorphic
image of syntax. While this idea is almost a truism in the context
of mathematical logic, it remains challenged in the context of
natural languages. Nevertheless, Montague's idea has been quite
fruitful, especially in the field of categorial grammars, where van
Benthem showed how syntax and semantics could be connected using the
Curry-Howard isomorphism [67]. This
correspondence is the keystone of the syntax-semantics interface of
modern type-logical grammars [56]. It
also motivated the definition of our own Abstract Categorial
Grammars [4].

        Technically, an Abstract Categorial Grammar simply consists of a
(linear) homomorphism between two higher-order signatures. Extensive
studies have shown that this simple model allows several grammatical
formalisms to be expressed, providing them with a syntax-semantics
interface for free [6], [65], [66], [60], [49], [61].

        We intend to carry on with the development of the Abstract
Categorial Grammar framework. At the foundational level, we will
define and study possible type theoretic extensions of the
formalism, in order to increase its expressive power and its
flexibility. At the implementation level, we will continue the
development of an Abstract Categorial Grammar support system.

        As said above, to consider the syntax-semantics interface as the
starting point of our investigations allows us not to be committed
to some specific syntactic theory. The Montagovian syntax-semantics
interface, however, cannot be considered to be universal. In
particular, it does not seem to be that well adapted to dependency
and model-theoretic grammars. Consequently, in order to be as
generic as possible, we intend to explore alternative models of the
syntax-semantics interface. In particular, we will explore
relational models where several distinct semantic representations
can correspond to the same syntactic structure.
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        Discourse Dynamics

        It is well known that the interpretation of a discourse is a dynamic
process. Take a sentence occurring in a discourse. On the one hand,
it must be interpreted according to its context. On the other hand,
its interpretation affects this context, and must therefore result
in an updating of the current context. For this reason, discourse
interpretation is traditionally considered to belong to
pragmatics. The cut between pragmatics and semantics, however, is
not that clear.

        As we mentioned above, we intend to apply to some aspects of
pragmatics (mainly, discourse dynamics) the same methodological
tools Montague applied to semantics. The challenge here is to
obtain a completely compositional theory of discourse
interpretation, by respecting Montague's homomorphism requirement.
We think that this is possible by using techniques coming from
programming language theory, in particular, continuation
semantics [64], [32], [33], [63], and the related theories of functional control
operators [38], [39].

        We have indeed successfully applied such techniques in order to
model the way quantifiers in natural languages may dynamically
extend their scope [5]. We intend to tackle, in a
similar way, other dynamic phenomena (typically, anaphora and
referential expressions, presupposition, modal subordination...).

        What characterize these different dynamic phenomena is that their
interpretations need information to be retrieved from a current
context. This raises the question of the modeling of the context
itself. At a foundational level, we have to answer questions such
as the following. What is the nature of the information to be
stored in the context? What are the processes that allow implicit
information to be inferred from the context? What are the
primitives that allow a context to be updated? How does the
structure of the discourse and the discourse relations affect the
structure of the context? These questions also raise implementation
issues. What are the appropriate datatypes? How can we keep the
complexity of the inference algorithms sufficiently low?
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        Common Basic Resources

        Even if our research primarily focuses on semantics and pragmatics,
we nevertheless need syntax. More precisely, we need syntactic
trees to start with. We consequently need grammars, lexicons, and
parsing algorithms to produce such trees. During the last years, we
have developed the notion of interaction
grammar [45] and graph
rewriting [2] as models of natural
language syntax. This includes the development of grammars for
French [59],
[2], together with morpho-syntactic
lexicons. We intend to continue this line of research and
development. In particular, we want to increase the coverage of our
grammars for French, and provide our parsers with more robust
algorithms.

        Further primary resources are needed in order to put at work a
computational semantic analysis of utterances and discourses. As we
want our approach to be as compositional as possible, we must
develop lexicons annotated with semantic information. This opens the
quite wide research area of lexical semantics.

        Finally, when dealing with logical representations of utterance
interpretations, the need for inference facilities is ubiquitous.
Inference is needed in the course of the interpretation process, but
also to exploit the result of the interpretation. Indeed, an
advantage of using formal logic for semantic representations is the
possibility of using logical inference to derive new information.
From a computational point of view, however, logical inference may
be highly complex. Consequently, we need to investigate which
logical fragments can be used efficiently for natural language
oriented inference.
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        Overview

        The research program of Sémagramme aims to develop models based on
well-established mathematics. We seek two main advantages from this
approach. On the one hand, by relying on mature theories, we have at
our disposal sets of mathematical tools that we can use to study our
models. On the other hand, developing various models on a common
mathematical background will make them easier to integrate, and will
ease the search for unifying principles.

        The main mathematical domains on which we rely are
formal language theory, symbolic logic, and type theory.
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        Formal Language Theory

        Formal language theory studies the purely syntactic and combinatorial
aspects of languages, seen as sets of strings (or possibly trees or graphs).
Formal language theory has been especially fruitful for the development of
parsing algorithms for context-free languages. We use it, in a similar way,
to develop parsing algorithms for formalisms that go beyond context-freeness.
Language theory also appears to be very useful in formally studying the
expressive power and the complexity of the models we develop.
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        Symbolic Logic

        Symbolic logic (and, more particularly, proof-theory) is concerned with
the study of the expressive and deductive power of formal systems. In a rule-based
approach to computational linguistics, the use of symbolic logic is ubiquitous.
As we previously said, at the level of syntax, several kinds of grammars
(generative, categorial...)
may be seen as basic deductive systems.
At
the level of semantics, the meaning of an utterance is captured by computing
(intermediate) semantic representations that are expressed as logical forms.
Finally, using symbolic logics allows one to formalize notions of inference
and entailment that are needed at the level of pragmatics.
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        Type Theory and Typed λ-Calculus

        Among the various possible logics
that may be used, Church's simply typed
λ-calculus and simple theory of types (a.k.a. higher-order logic)
play a central part.
On the one hand, Montague semantics is based on the simply typed
λ-calculus, and so is our syntax-semantics interface model.
On the other hand, as shown by Gallin [41],
the target logic used by Montague
for expressing meanings (i.e., his intensional logic) is essentially a variant
of higher-order logic featuring three atomic types (the third atomic type standing
for the set of possible worlds).
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        Deep Semantic Analysis

        Our applicative domains concern natural language processing
applications that rely on a deep semantic analysis. For instance,
one may cite the following ones:

        
          	
             textual entailment and inference,

          

          	
             dialogue systems,

          

          	
             semantic-oriented query systems,

          

          	
             content analysis of unstructured documents,

          

          	
             text transformation and automatic summarization,

          

          	
             (semi) automatic knowledge acquisition.

          

        

        It seems clear, nowadays, that the need for semantics is ubiquitous.
Nevertheless, according to the present state of the art, there are only
a few applications for which a deep semantic
analysis results in a real improvement over non semantic-based
techniques. This is due to the fact that most current application chains are
such that their weakest links are not located at the semantic level.
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        Text Transformation

        Text transformation is an application domain featuring two important sub-fields of computational linguistics:

        
          	
             parsing, from surface form to abstract representation,

          

          	
             generation, from abstract representation to surface form.

          

        

        Text simplification or automatic summarization belong to that domain.

        We aim at using the framework of Abstract Categorial Grammars we
develop to this end. It is indeed a reversible framework that allows
both parsing and generation. Its underlying mathematical structure of
λ-calculus makes it fit with our type-theoretic approach to discourse
dynamics modeling.
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        ACGtk

        
          Abstract Categorial Grammar Development Toolkit
        

        Keywords:  Natural language processing - NLP - Syntactic analysis - Semantics

        Functional Description:  ACGtk provides softwares for developing and using Abstract Categorial Grammars (ACG).

        
          	
             Participants: Philippe De Groote, Jiri Marsik, Sylvain Pogodalla and Sylvain Salvati

          

          	
             Contact: Sylvain Pogodalla

          

          	
             Publications: A syntax-semantics interface for Tree-Adjoining Grammars through Abstract Categorial Grammar -
ACGTK: un outil de développement et de test pour les grammaires catégorielles abstraites -
Discourse Modeling with Abstract Categorial Grammars -
On the expressive power of Abstract Categorial Grammars: Representing context-free formalisms -
Towards abstract categorial grammars

          

          	
             URL: http://calligramme.loria.fr/acg/
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        Dep2pict

        Keywords:  Syntactic analysis - Semantics

        Functional Description:  Dep2pict is a program for drawing graphical representation of dependency structures of natural language sentences. Dep2pict takes into account the modified format mixing surface and deep syntactic information used in deep-sequoia.

        
          	
             Contact: Bruno Guillaume

          

          	
             URL: http://dep2pict.loria.fr/
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        Grew

        
          Graph Rewriting
        

        Keywords:  Semantics - Syntactic analysis - Natural language processing - Graph rewriting

        Functional Description:  Grew is a Graph Rewriting tool dedicated to applications in NLP.
Grew takes into account confluent and non-confluent graph rewriting and it includes several mechanisms that help to use graph rewriting in the context of NLP applications (built-in notion of feature structures, parametrization of rules with lexical information).

        
          	
             Contact: Bruno Guillaume

          

          	
             URL: http://grew.loria.fr/
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        LEOPAR

        Keyword:  Parsing

        Functional Description:  Parser for natural language based on interacation grammars

        
          	
             Participants: Bruno Guillaume, Guillaume Bonfante and Guy Perrier

          

          	
             Contact: Bruno Guillaume
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        ZombiLingo

        Keywords:  Syntactic analysis - Natural language processing - Lexical resource - Collaborative science

        Functional Description:  ZombiLingo is a prototype of a GWAP where gamers have to give linguistic information about the syntax of natural language sentence, currently in French, and later to other languages.

        
          	
             Authors: Bruno Guillaume, Karën Fort, Nicolas Lefebvre and Valentin Stern

          

          	
             Contact: Karën Fort

          

          	
             URL: http://zombilingo.org/
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        Platforms

        
        SLAMtk

        SLAMtk is a processing chain of transcriptions of interviews for the
SLAM project (see Section 7.1.1). In particular, it products
of a full anonymized and randomized version of the resources. Some
extensions, based on Distagger (tagging of disfluencies) and MElt
(tagging of part-of-speech and lemmas), have been implemented in
order to run linguistic analyses. The tool was reimplemented in order
to propose generic treatments for the different corpora.

        
          	
             Contact: Maxime Amblard

          

          	
             URL: http://slam.loria.fr

          

        

      

      
      

      
    

  
    New Results

    
      	New Results	Syntax-Semantics Interface
	Discourse Dynamics
	Common Basic Resources



    

  
    
    
      
      
      

      
      
        
        Section: 
      New Results

        Syntax-Semantics Interface

        Participants :
	Philippe de Groote, Sylvain Pogodalla.

        
        Lexical Semantics

        The interpretation of natural language utterances relies on two
complementary elements of natural language modeling. On the one hand,
the description of the combinatorics of natural language expresses how
elementary units, or lexical units (typically the word),
combine in order to build more complex elements, such as sentences or
discourses. On the other hand, the description of these elementary
units specifies how they contribute to the meaning of the whole by
their lexical meaning. This specification should also take into
account how the different parts of the lexical meanings combine during
the composition process and how they relate to their underlying
meaning concepts. For instance, the verbs buy and
sell should refer to a common conceptual
representation. However, their syntactic arguments (e.g., the subject)
play a different (semantic) role with respect to the
transaction concept that they share.

        The modeling of these concepts, and how they relate to each other,
gave rise to Frames Semantics as a representation format of conceptual
and lexical
knowledge [40], [34], [28], [52]. Frames
consist of directed graphs where nodes correspond to entities
(individuals, events, ...) and edges correspond to (functional or
non-functional) relations between these entities. Providing a
fine-grained representation of the internal concept structure allows
both for a decomposition of the lexical meaning and for a
precise description of the sub-structural interactions in the semantic
composition process [51].

        Following up on our previous
work [46], [47] based on
Hybrid Logic (HL) [30], [27] on linking Frames and
truth-logical semantics, we used the flexibility of the approach to
model semantic coercion as induced by verbs such as read that
can syntactically have an entity as argument (John began a
book) while it semantically relates to an event (e.g.,
reading, writing, etc.) [7].
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        Discourse Dynamics

        Participants :
	Maxime Amblard, Timothée Bernard, Clément Beysson, Maria Boritchev, Philippe de Groote, Bruno Guillaume.

        
        Dynamic Generalized Quantifiers

        We have started a classification of the (French) determiners according to the dynamic
properties of the generalized quantifiers they
denote [12], [17].

        Following Groenendijk and Stokhof [43],
we say that a generalized quantifier is internally dynamic in
case the dynamic binders occurring in its restriction have the
capacity of binding material that occurs in their scopes. We also say
that a generalized quantifier is externally dynamic in case the
dynamic binders occurring in both its arguments have the capacity of
binding material that occur in the continuation of the discourse. In
addition to these notions of internal and external dynamicity, we
consider a third notion that we call intrinsic dynamicity. We
say that a generalized quantifier is intrinsically dynamic in case it
introduces new referent markers and makes them available to the
continuation of the discourse.

        Using these three notions, we have defined three classes of dynamic
generalized quantifiers, which fairly correspond to the notions of
specific (e.g., the, this, his), general (e.g.,
a, some, another), and quantificational
determiners (e.g., every, no). We then have shown how
the dynamic generalized quantifiers belonging to these three classes
may be formalized using the continuation-based approach introduced
in [5].

        
        Dialogue Modeling

        Studying dialogical interactions is a major subject in natural
language processing, since dialogues represent the basis of human
communication. Addressing this problem requires relating approaches
from fields such as semantics, pragmatics, and, more generally, logic,
and cognition. We have presented a compositional dynamic model of
questions and answers mechanisms in a dialogical setting. We address
dialogical and lexical issues starting from the formal definitions of
frame semantics given in [7]. We achieve
compositionality and dynamicity in our model by constructing it on top
of concepts inherited from Type Theoretical Dynamic
Logic [5]. We introduce control in the common
(accessible to all participants of a dialogue) context of a
conversation by formulating the concept of dialogical context and
elaborating corresponding storage operations. We apply our model to
real non-controlled examples of dialogical interactions provided by
the Schizophrenia and Language, Analysis and Modeling
corpus [29]. The linguistic analysis of
dialogues between patients with schizophrenia and psychologists has
revealed specific language-driven manifestations of cognitive
dysfunction. This approach to dialogue modeling in a dynamic framework
allowed us to develop tools to handle specifics of dialogical
interactions on top of already existing methods for general discourse.

        
        Discourse Structure

        A text as a whole must exhibit some coherence that makes it more than
just a bag of sentences. This coherence hinges on the discourse
relations (DRs). The latter express the articulations between the
different pieces of information of the text. There is still debate
about the number and the nature of these DRs. Yet, typical DRs include
Contrast , Consequence , or Explanation .
Using a discourse connective (because, instead,
although) is usually the most direct and reliable way to
express a DR. These lexical items have specific syntactic, semantic,
and pragmatic properties. In particular, one can often observe a
mismatch between the arguments of a DR and the (syntactic) ones of the
connective lexicalizing it. It happens in configurations in which the
argument of the DR does not directly correspond to syntactic argument
of the discourse marker. In (1), for instance, the
second argument of the Explanation  relation is not the whole
conditional, its antecedent, nor its consequent. But it is the
possibility of the conditional, paraphrasable by she might miss
her train. The discourse argument is here presupposed by the
conditional (i.e., the syntactic argument).

        
          	
              Mary is worried because if there is too much delay, she will miss her train.

          

          	
              John did not come to the party although Mary said he was already back in town.

          

        

        Another common case occurs when an attitude verb (think,
believe) or a verb of report (say, tell) is used
evidentially as in (2). In such cases, the contrast
expressed by the writer holds between John did not come to the
party and he was already back in town. The main function of
the evidential (Mary said ...) is to introduce the argument
of a DR without being itself part of the discourse structure.

        Whereas DRs have two arguments, some discourse markers, such as
adverbial connectives (so, otherwise), have only one
syntactic argument. It then seems natural to use an anaphoric
mechanisms to describe how the other argument of the DR they
lexicalise is determined from the context. We extended this idea to
all connectives and showed how this view can explain most usual cases
of mismatch. Additionally, considering that discourse arguments are
implicit semantic objects akin to the events introduced in the
Davidsonian theory, it is possible to implement this proposal in Type
Theoretic Dynamic Logic, without the need of a syntactic parse above
the sentence level, and in a strictly compositional way, using
continuations.
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        Participants :
	Maxime Amblard, Clément Beysson, Philippe de Groote, Bruno Guillaume, Guy Perrier, Sylvain Pogodalla, Nicolas Lefebvre.

        
        Crowdsourcing Complex Language Resources

        Using a Wikipedia corpus, we showed that participants in a game with a
purpose can produce quality dependency syntax
annotations [44].
In [15], we have been considering a more complex
corpus of scientific language. We ran an experiment aiming at
evaluating the production of the participants of the game, and
compared it to a gold corpus, annotated and adjudicated by experts of
the domain.

        We also ran two surveys on ZombiLingo's players, in order to better
understand who they are and what their motivations in playing the game
are, and improve the participation in the
game [14].

        
        Universal Dependencies

        We participated to the development of new versions of the French part of
the Universal Dependencies project (UD,
http://universaldependencies.org/). Version
2.0 [58] was released in March 2017. In this version, a new
French corpus UD_French-Sequoia was added. We built this
corpus with an automatic conversion (using the Grew software) from the
data built in the Sequoia
project.

        Version 2.1 [24] was released in November 2017. The
conversion process, using Grew, was applied to the FrenchTreebank
corpus, and led to a new corpus in Universal Dependencies:
UD_French-FTB. In version 2.1, we worked on the harmonization
of the subset of French treebanks. The Grew software was used to
explore, to check consistency, and to systematically correct the data.

        The “enhanced dependencies” sketched in the UD 2.0 guidelines is a
promising attempt in the direction of deep syntax, an abstraction of
the surface syntax towards semantics. In [13]
(collaboration with Marie Candito and Djamé Seddah), we proposed to go
further and enrich the enhanced dependency scheme along two axes:
extending the cases of recovered arguments of non-finite verbs, and
neutralizing syntactic alternations. Doing so leads to both richer and
more uniform structures, while remaining at the syntactic level, and
thus rather neutral with respect to the type of semantic
representation that can be further obtained. We implemented this
proposal in two UD treebanks of French, using deterministic graph
rewriting rules. Evaluation on a 200-sentence gold standard showed
that deep syntactic graphs can be obtained from surface syntax
annotations with a high accuracy. Among all semantic arguments of
verbs in the gold standard, 13.91% are impacted by syntactic
alternation normalization, and 18.93% are additional edges
corresponding to deep syntactic relations.

        In [16], we present a reflection on the
annotation of written French corpora in syntax and semantics. This
reflection is the result of work carried out on the SEQUOIA and the
UD-FRENCH corpora.

        
        FR-Fracas

        There are two major levels of processing that are significant in the
use of a computational semantic frameworks: semantic composition, for
the construction of meanings, and inference, either to exploit those
meanings, or to assist the determination of contextually sensitive
aspects of meanings. FraCas is an inference test suite for evaluating
the inferential competence of different NLP systems and semantic
theories. Providing an implementation of the inference level was
beyond the scope of FraCaS, but the test suite nevertheless provides
an overview of a useful and theory- and system-independent semantic
tool [37].

        There currently exists a multilingual version of the resource for
Farsi, German, Greek, and Mandarin. We started the translation into
French. 10% of the resource has been translated so far as a testbed,
in order to setup guidelines for the translations. We plan to complete
the translation following these guidelines and use it as an
experimental tool.
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        International Initiatives


        
        Inria International Partners


        
        Informal International Partners


        Maxime Amblard have started discussing with the Centre for
Linguistic Theory and Studies in Probability
(CLASP, University of Gothenburg,
Sweden), about computational treatments of dialogues of
patients with schizophrenia. We have common issues about the
management such corpora and about the modeling of such
interactions. As for now, ongoing discussions have not yet
been turned into a formal project.
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        International Research Visitors


        
        Visits to International Teams


        
        Research Stays Abroad


        Timothée Bernard visited New York University, USA, from September 1st to
December 15th, 2017.
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        Section: 
      Partnerships and Cooperations


        Regional Initiatives


        
        SLAM


        Participants :
	Maxime Amblard [coordinator] , Philippe de Groote, Sylvain Pogodalla.


        Schizophrenia is well known among mental illnesses for the strength of
the thought disorders it involves, and for their widespread and
spectacular manifestations: from deviant social behavior to delusion,
not to speak about affective and sensitive distortions. The SLAM
project aims at exploring the specific manifestation of disorders in
conversational speech. This is an interdisciplinary research, both
empirical and theoretical, from several domains, namely psychology,
philosophy, linguistic, and computer science.


        After having built building a corpus of pathological uses of
language [9], the first transcriptions of
pathological interviews have been
analyzed [8]. A processing chain was
implemented for disfluences and part-of-speech. We have focused on
implementing the treatment of lexicographical issues, and proposed an
interface for SDRT-annotations. We also started to collect new data
with new patients at the Centre Médical d'Aix-en-Provence, and to
re-implement the SLAMtk tool.


        The SLAM project was supported by the MSH–Lorraine, USR 3261, the
region Grand Est, and the Université de Lorraine. We have organized the
fourth workshop (In)Coherence of
Discourse which gathered linguists, psychologists, and computer
scientists in March 2017.
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        Section: 
      Partnerships and Cooperations


        National Initiatives


        
        DGLFLF (Délégation générale à la langue française et aux langues de France)


        
        PLURAL


        Participants :
	Bruno Guillaume [coordinator] , Nicolas Lefebvre.


        The objective of the PLURAL project is to build linguistic resources
with GWAPs (Game With A Purpose) for poorly endowed languages.
Unlike other languages, poorly endowed languages lack of freely
available raw corpora. The goal of the PLURAL project is to provide
a web inferface to gather corpora in poorly endowed languages of
France. First target languages are Alsacian and Guadeloupean creole.
The main difficulty is to take into account orthographic diversity
and regional diversity for these languages.


        Partners of the PLURAL projet are: Université Paris-Sorbonne (Karën
Fort, Alice Millour, André Thibault) and Université de Strasbourg
(Delphine Bernhard).


        Nicolas Lefebvre is engineer in the PLURAL project from October 2017 to
March 2018.
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